THE JOURNAL OF

PHYSICAL CHEMISTRY

pubs.acs.org/JPCB

Crowding, Intermolecular Interactions, and Shear Flow
Effects in the Diffusion Model of Chemical Reactions

Alessio Zaccone,®"

Massimo Morbidelli," and Giuseppe Fofhi®

. . Lo .
3 Nicolas Dorsaz," Francesco Piazza,~ Cristiano De Mlchele,'H

*Chemistry and Applied Biosciences, ETH Zurich, CH-8093 Zurich, Switzerland

*Institute of Theoretical Physics, Ecole Polytechnique Federale de Lausanne, 1015 Lausanne, Switzerland
SCavendish Laboratory, University of Cambridge, J] Thomson Avenue, Cambridge CB3 OHE, United Kingdom
“Department of Chemistry, University of Cambridge, Lensfield Road, Cambridge CB2 1EW, United Kingdom
“Centre de Biophysique Moleculaire (CBM-CNRS), Rue Charles Sadron, 45071 Cedex 2 Orleans, France
qDepartment of Physics, University of Rome “La Sapienza”, Piazzale Aldo Moro 2, I-00185 Roma, Italy

ABSTRACT: In the diffusion model of chemical reactions, the
encounter (reaction) rate between reactant particles is gov-
erned by the Smoluchowski equation, which is a diffusion
equation in a field of forces. We consider crowded environ-
ments where the particles diffuse through a “liquid” of like
particles. Assuming that the liquid-like short-range structure
around the reactant gives rise to an effective (osmotic) barrier
leads us to map a complicated many-body problem to a one-
dimensional problem. This allows us to describe theoretically

=y (-T‘.) i

| — Pe > Pe*

diffusion + corvection + pure convection |
—
k | = Integration boundary
{s #* N intagration (SI < 6 * =
boundary |

such complex systems that are encountered in many applications where crowding, intermolecular interactions, and flow are
simultaneously present. A particularly important effect is discovered which is due to the interplay between shear and crowding. This
effect is responsible for unexpected peaks in the reactivity at low flow intensity which may explain, among other things, the bizarre

colloidal stability behavior of concentrated protein suspensions.

I. INTRODUCTION

Complex fluids and soft matter systems (e.g., colloids, poly-
mers, emulsions) in general are intrinsically characterized by the
coexistence of microscopic (atomic, molecular level) and meso-
scopic (e.g., macromolecular or colloidal level) processes with
different dynamics and relaxation times." The mesoscopic level is
the one that eventually determines the macroscopic properties
and evolution and is characterized by much slower dynamics and
relaxation than the atomic level of the embedding fluid. This is
such a general feature that slow dynamics can be used as an equally
good definition of soft matter in alternative to or besides the
notion of mechanical fragility. In any kind of application, one is
interested in knowing, and possibly predicting, the time-evolu-
tion of the system which is in turn related to the time scales of
microscopic physical processes.

The great range of length and time scales spanned represents
the most fundamental aspects of soft matter. As a consequence, it
is clear that any physical modeling has to be based on this
intrinsic multiscale aspect of soft matter. In this sense, coarse-
graining over the degrees of freedom of the short length and fast
time scales is a necessary step. This coarse-graining is of vital
importance in order to achieve the mathematical simplification
required by the methods of physics. This approach is equally
useful for static as well as dynamic properties of soft-matter
systems. It must be stressed, however, that this way of dealing
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with complexity has not simply the goal of tackling problems that
would be otherwise impossible to solve. This reductive approach
is of great help in pinpointing the relevant properties of soft-
matter systems. One of the most successful routes to the
modeling of soft matter is to derive an effective interaction that
allows one to restrict the description to the mesoscopic level and
to make predictions for the macroscopic properties (for a review,
see ref 2). For a colloidal system, this approach allows one to treat
colloids as “designer atoms”” and to use the tools of statistical
mechanics to predict and describe new unexpected phenomena.
For dynamical properties, a similar idea of coarse-graining can be
applied to the relevant time scales, and although it presents some
serious challenges,” it can be of great help in modeling.

In this paper, we will focus mainly on the dynamical coarse
grain. Coarse-graining of this type stems directly from the
seminal works on Brownian motion by Einstein and
Smoluchowski.>® Einstein® derived the famous formula for the
mean squared displacement of colloidal particles, ¥ =2dDt =
2d(kT/b)t, by doing just the same coarse-graining: the degrees of
freedom of the molecules of solvent are integrated out by treating
the latter as a continuum endowed with a temperature T and
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exerting a (Stokes) friction b. This clearly makes sense only if the
mean free path of the surrounding molecules is small in
comparison with that of the particles. This is already the case if
our particle is a protein of a few nanometers of diameter or any
synthetic or biological polymer molecule in solution with a
number of monomeric units Ny, > 1000.

At a higher level, the dynam1cs of the particles is described by
the Smoluchowski equation.”® This is a partial differential equa-
tion of motion for the probability density function of the Brownian
particles that is valid in the overdamped limit where the particles’
momenta are already at equilibrium with the thermal bath of the
solvent at a time t << m/b, where m is the particle mass.” Also
hydrodynamics can be incorporated within the Smoluchowski
description, with various degrees of approximation.*” A rigorous
theory would require that one works with the N-particle Smolu-
chowski equation.® A very promising way to manage the latter by
keeping the treatment at a semianalytical level is the use of density
functional theory.''! However, including nontrivial external
forces or microscopic effective interactions poses several unre-
solved challenges.

On the other hand, phenomenology can inspire meaningful
manipulations that enable one to treat collective effects as well as
external fields and complex interactions still within an effective
one-dimensional Smoluchowski equation. Analytical solutions to
the latter can be attempted by exploiting the symmetries of the
problem. In this situation, it is possible to derive a statistical
description in terms of the (partial differential) equation of
motion of the probability density function of positions of the
particles, which goes under the name of the Smoluchowski
equation. In fact, this is a special case of the more general
Fokker—Planck equation, whose solution is the probability
distribution of the phase space coordinates of a system."”

In this paper, we are going to discuss some possible routes to
develop the phenomenological approach to the aggregation/
reaction problem in crowding and shear within the Smoluchows-
ki framework. To this aim we will begin with a self-contained
introduction to this approach and we will highlight recent results
obtained in the application to different problems within the realm
of soft matter. The second part of the paper is organized as
follows. In section II, we review a recently proposed approach to
evaluate the rate coefficient of the classical Smoluchowski rate in
the presence of crowding. In this framework, we present some
new analytical results and we apply them to the case of real
nanoparticles. In section III, we extend the theory to the case of
shear and an analytical solution is found in this case, too. In the
Conclusion, we speculate on the possible experimental implica-
tion of our theory and we speculate on its future extensions.

Il. REACTION RATES IN CROWDED BROWNIAN
SYSTEMS

A. Diffusion-Limited Aggregation/Reaction Kinetics: Ana-
lytical Theory. As shown in the Appendix, the Smoluchowski
equation, which describes a free Brownian particle moving within
an external potential,"*'* reads as

P = LIV (-K()p + kTVp) (1)
where p denotes the particle probability density function, K(x)
the force field, and b the Stokes friction. As shown in the
Appendix, for this one-dimensional case analytical expressions
can be derived for aggregation and escape rates. Now the

question is if simple analytical expressions can be derived also
in the case of non-negligible density of Brownian particles in the
system, possibly without resorting to the N-particle Smolu-
chowski equation framework (described in the Appendix).

The problem of many-body effects on the rate of chemical
reactions within the diffusion model is a long-standing one and
various theoretical approaches have been proposed in the past
(see, for example, ref 15 for a review). In the present work we are
interested in the following subcase of the general many-body
problem that is schematically depicted in Figure 1. We consider a
dense system of identical reacting species that we model as
Brownian spheres of radius R;,. These are labeled as particle A in
the scheme in Figure 1. Moving in such a “sea” of A-particles is
the sink, labeled as particle B in Figure 1, which is also a Brownian
sphere of radius R,. We make the following assumptions in our
problem: (i) the sink B represents an absorbing boundary for
each of the A-particles, (ii) there are only binary reactions
between B and A such that the order of the reaction is 1 with
respect to both B and A, and (jii) the A-particles interact among
each other as hard spheres or effective hard spheres (the latter
case occurs when the A-particles are charged).

Our objective is to find an analytical expression for the
encounter (reaction) rate for this problem within the one-particle
approximation. We start by recognizing that the high density of A
particles brings about the following consequences: (1) the single-
particle diffusion for A-particles is increased with respect to the
dilute case due to the collective motion and due to the presence of
osmotic pressure gradients, but it is decreased due to many-body
hydrodynamic interactions (HI), and (2) the diffusive transport
toward B is affected by the liquid-like structure of the A-particles
around B. In the course of this work we refer to this second effect
as “crowding”.

We describe effect 1 on the single-particle diffusion following
Dzubiella and McCammon'® and neglecting many-body HI for
the moment. What one needs to do, first of all, is to introduce a
collective diffusion coefficient that accounts for density effects on
the diffusion of a Brownian particle moving in a homogeneous
substrate of like particles that mutually interact as hard spheres
(HS). Such a generalized Stokes Einstein coefficient is given by
D(p) =M(p) dIT(p)/dp."® M(p) is the generalized mobility and
accounts for the HI that are due to the motions of the other
partlcles and are transmitted to the tagged particles through the
solvent.® It is given by bH(k), where H(k) is the hydrodynamic
mobility function (k is the wave-vector) which accounts for the
effect of hydrodynamic interactions. When HI are neglected,
M(p)—b"". The factor dI1(p)/dp accounts for the increased
mobility due to diffusion down an osmotic pressure gradient.*'®
In the absence of external fields (K = 0) and under account of
collective diffusion, the stationary Smoluchowski equation, eq 1,
can be rewritten in spherical coordinates as follows'®

bla( apaH) o @)

r2 ar\  or dp

Integration of this equation with the absorbing boundary
condition, p(0) = 0, and the far field boundary condition, p =
Poo at 7 = oo, as discussed in the Appendix, gives™"

1 I(p..)
et Peo

(3)

where kg = 47RD'p.. is the Smoluchowski rate for diffusion-
limited reaction/aggregation at infinite dilution. S[I1(p..)/p..] is
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Figure 1. Schematic representation of the crowding of reactant species
(A) around the sink (B). The dashed circle corresponds to the first
coordination shell in the radial distribution function.

equal to the compressibility factor Z of the system, and in terms
of the volume fraction of particles, ¢ = (4/ 3)7tRP3pm, can be
given for HS by the Carnahan—Starling equation:'” Z(¢) = (1 +
¢+ ¢* — ¢°)/(1 — ¢)* for ¢ < 0.4. For higher concentrations
the Hall equation of state in the fluid branch can be used, which
employs up to seven virial coefficients.'® Because the compres-
sibility Z is a monotonically increasing function of the density (or
volume fraction ¢ = 47'1:Rp3poo/ 3), it is evident that the reaction
rate with a tagged particle/sink as it is given by eq 19 is also a
monotonically increasing function of p., and ¢.

All this holds true as long as the distribution of Brownian
particles in the system is spatially homogeneous everywhere
with the only exception being the region around the sink, where
the absorbing boundary causes local depletion of particles,
p(r) = po[l — (R/r)], with the contact radius R = Ry + R,
This holds true in HS systems for ¢ < 0.1. At larger packing
fractions, it is well-known that excluded-volume effects cause the
local number density at 7, p(r), around a tagged particle at the
origin (the sink in our case) to depart significantly from the
macroscopic number density p..."” This is the short-range order
characteristic of the liquid state, which is manifest in the
pronounced nearest-neighbor peak of the radial distribution
function, the latter defined as g(r) = p(r)/p..."” With reference
to our scheme in Figure 1 the peak in the g(r) corresponds to the
dashed circle. This is what we referred to above as crowding and
is listed as effect 2. Such short-range correlations in the structure
of liquids, and the corresponding peaks in the g(r), die out
typically over distances on the order of several particle diameters,
which means that p(r) is not at all flat and equal to p.. in the
neighborhood of the sink. Since the latter region is clearly the
most important from the point of view of the kinetic processes we
are interested in, it is necessary to take into account the short-
range structure around the reactant Ilaarticle. Event-driven Brow-
nian dynamics (EDBD) simulations'**° have been employed to
study the effects of crowding and of the liquid-like short-range
structure on diffusion-limited reaction rates.”' It was found
indeed that the theory given by eq 3 is able to capture the
density dependence of k only in the limit of a sink size much
larger than the background particles. If the tagged particle is of a
size comparable with that of the other particles, eq 3 cannot
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Figure 2. Schematic of the edge-shaped potential used to model the
crowding.

account for the significant decrease of dic/d¢ as a function of ¢
that is evident for ¢ 2 0.3. The discrepancy becomes even more
pronounced upon decreasing the ratio R,/R;, where R; is the
tagged particle/sink size. The latter effect can be understood as a
slowing down of the kinetics upon increasing ¢ due to the
increasing frustration experienced by the particles around the
first coordination shell that are in mutual competition to react
with the sink.”’ In general, the locally higher density within the
first coordination shell [corresponding to the first peak in the
g(r)] gives rise to an adverse local gradient in the osmotic
pressure associated with an effective local resistance to the
diffusive transport (since particles have to diffuse “uphill” the
osmotic gradient in order to have access to the sink).

Motivated by the recent findings of some of us,”' we use the
following heuristic “toy model” to represent the effect of crowd-
ing. First of all, for perfectly spherical hard spheres the barrier
around the sink due to the crowding can be reasonably assumed
to be isotropic around the sink and thus may be modeled by
means of a centrally symmetric effective potential. In the spirit of
diagrammatic expansion of effective potentials between big
particles in a sea of small particles,”* we make the following
ansatz for the effective potential:

BUY) = BU($) + BUS (r; ¢, R, /Ry) (4)

where the term Uy(¢) is reminiscent of effective potential volume
term,” the term Ugs (r;,Ry/ Rp) is analogous to the second order
term in the expansion, and 5 = 1/kT. The height of the term Ugs)
can be reasonably taken to be proportional to the local excess
osmotic pressure with respect to ideality, by assuming that
ideality locally holds in the depleted shell of the radial distribu-

tion function,

put? = DT = )z 1] ()

where h(r) is a generic function that depends only on r, where
oa = pa(®,Ry/ Rp) is related to the Smoluchowski density at the
radial coordinate of the first peak, while IT;j = Sp. The super-
script (s) indicates that this effective potential accounts for the
effect of structure on the kinetics. ¢ is a numerical proportionality
constant that, for the case of hard spheres, was determined in ref
21 by comparison with the simulations. Therefore U ($,R,/ R,)
is a function of the density of the system and of the size of the
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tagged reactant with respect to the background particles. Reason-
able shapes of U are shown in Figure 2. Using eqs 4, 21, and 10
one obtains

oo Ué‘)
K = Kkge PUo R/ S—dr (6)
R T

For large values of sink size, i.e, Ry/R, 0, or low volume
fractions, U&S) can be neglected, ie., U<25) ~ 0, and eq 6 must
reduce to eq 4; as a result the following equality holds

e PU@) — B7(9)

so that eq 6 can be rewritten as follows:

-1
(s)
oeelgUzs

k= xspz(o) | R[ e 7

1. Edge-Shaped Osmotic (Crowding) Barrier. The actual shape
of the structural or osmotic pseudopotential Us is presumably
dictated by the radial profile of the local osmotic pressure near the
sink, TT(p(r)). As this remains unknown, we can only reasonably
assume that the barrier is peaked approximately near the depleted
shell of the radial distribution function, where it goes through its
maximum as given by eq 5. Without knowing the functional shape
of the barrier, we can still examine two limiting cases, i.e. the
square-shaped barrier and the edge-shaped barrier. The actual
barrier will presumably have some shape comprised between
these two limits. Let us start by examining the case of an edge-
shaped barrier, schematically represented as the edge-shaped
function in Figure 2a peaked near the radial coordinate corre-
sponding to the first depletion shell in the radial distribution
function, i.e,, at r =R + R, + A where A = 2R,,/3 (cf. Figure 1 for
the position of the peak) and R = R, + R,,. We now introduce the
rescaled variable # = r/R — 1. Since r is the center-to-center
distance, we have that the position of the maximum is r,,, = (5/
3)R,, + R from which we have u,,, = (5/3)R,/R.

With reference to Figure 2a, in the neighborhood of the cusp
we have U&S) x rf,) — w(u — u,,). We want to evaluate the
integral R [ (exp U®)/r* dr = S5 (exp U/ (u + 1) du ~
1/(um + 1)2f5°exp US du. The integral [Gexp Us” du can be
approximated with 2f3°exp[U(mS) — w(u—uy)] d(u — u,,), which
is twice the contribution coming from the rectangular triangle,
which represents the half of the whole triangle in Figure 2a."
Therefore, we obtain

ﬁ/omexp[Ufs) —o(u—uy)] d(u — uy)

= el e ©

Substituting w = US /uy, and using eq 5 we finally get
2
K 1
Kg Zum

where we used U /KT = c[Z(¢n) — 1].
Equation 9 can be compared with the simulations. To evaluate
Pa we use

(¢.)ceZ(¢a) — e 7 (9)

Pa = Ads(ra) = Apo[l — (R/ra)] (10)

(a) R /R =273

Figure 3. Theoretical curves for the diffusion-limited reaction rate
under crowding, considering (a) an edge-shaped barrier (eq 12) and
(b) a square-shaped barrier (eq 13) at different values of the R,/R,, ratio.
Symbols are EDBD simulations from ref 21 for the same conditions.

where ¢g(r) = ¢..[1 — (R/r)] is the Smoluchowski (infinite-
dilution) profile and A is a numerical constant that accounts for
the short-ranged liquid structure that is absent in the dilute limit.
Further we have thatrA = R+ A =R+ (2/3)R, =R, + (5/3)R,.
Recalling that u,, = (5/3)R,/R, we have

2
(tm £1)7 A2 (11)
Uy,

We find that the simulation data of ref 21 for three different
values of the ratio Ry/R,, can all be fitted with the values A ~ 1.12
and ¢ = 2.1. The value of the constant ¢ is somewhat different
from the one (c = 3.75) obtained in ref 21 from the comparison
with the simulations. The comparison is shown in Figure 3. As
one can see, the approximate closed-form expression, eq 9, is able
to reproduce the simulation results rather well.

Equation 9 is more accurate when the edge-shaped crowding
barrier is significantly steep, i.e. for ¢ > 0.2 and for large values
of the ratio U(,,i) /i, which corresponds to large values of Ry/R,.
On the other hand, it is less accurate at low ¢, where the barrier
vanishes and the steepest-descent approximation is no longer
valid. The correction factor due to the crowding osmotic barrier
caused by the liquid short-range structure and defined by the
relation C, = k/KksfZ(¢p) in this case is given by

(um + 1)*

C =
¢ 2up,

ce[Z(y) — 1]e 4@ (12)
which has been plotted in Figure 4 as a function of the total
packing fraction ¢.

Since eq 9 is valid only for high effective barriers'> and
therefore for significant crowding (i.e., for significant structuring
around the sink), the correction is shown only for ¢ > 0.2. It is
clearly seen that in the range of interest C; is a decreasing
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Figure 4. The correction to the diffusion-limited kinetic constant due
to the crowding as a function of the volume fraction of particles,
according to eq 12 (edge barrier) and eq 13 (square barrier), calculated
for RS/RP =1/30.

function of ¢. Hence, the theory predicts that crowding due to
the short-range liquid structure can significantly slow down the
reaction/ aggregation kinetics.

2. Square-Shaped Osmotic (Crowding) Barrier. In the case of
a square-shaped barrier, depicted schematically in Figure 2b, the
reaction rate under crowding, eq 7, can be evaluated exactly. This
leads to a correction factor

o[ o))

with R~ =rx + R,/2 and R"=R + R;,. The height of the energy
barrier induced by crowding is assumed to be proportional to the
excess osmotic pressure at the first coordination shell Uy =
h(r,)c[Z(pa) — 1], as explained above. The R,/R,, dependence
of the reaction rate is then introduced via the Smoluchowski
dependence of the density at rp [Pa = Ps(ra)]. It seems indeed
that the (R, + R,) ™' dependence of the ideal Smoluchowski case
is also underlying the crowded case by weighting somehow the
competition between the diffusing particles in the vicinity of the
sink. A one-parameter fit of

K= KSﬁZ((p) CS(¢; R, Rp) (14)

to the numerical results accounts particularly well for both the ¢
and the Ry/R,, dependence of the rate (c = 2.45).

3. Comparison between the Two Limiting Barrier Profiles.
The correction factors calculated analytically for the square and
for the edge barrier can be compared in Figure (4). The two
functions are very similar both qualitatively and quantitatively. In
the case of the square barrier, the result for C, is exact and
therefore the function is able to recover the Smoluchowski rate,
in the ¢—0 limit. This is not possible in the case of the edge-
shaped barrier, because of the already mentioned steepest-
descents approximations, which fails for a vanishing height of
the barrier UY.

We conclude, from this comparison and from the considera-
tion of Figure (3), that both barrier shapes yield reasonably good
results for the rate in good comparison with the simulation
results. This implies that the true crowding barrier must have
some functional form in between the two limiting shapes
considered here.

4. Remarks on the Nonmonotonic Dependence of the Rate
upon the Packing Fraction. 1t is interesting to study the
conditions under which the reaction/aggregation rate becomes
nonmonotonic as a function of the global density ¢ and thus the

possibility of having regimes where dic/d¢ < 0. From eq 12 we
have that

d(x/xs)
do

where C/(¢p) = dC,/d¢p < 0and Z'(¢p) = dZ/d¢ > 0. Hence the ¢
values where the condition

1Z(¢) Cs ()| > Z () Ci(9) (16)

is satisfied, correspond to a situation where upon increasing ¢ the
enhanced diffusive transport due to collective diffusion
(proportional to Z'(¢) > 0) is no longer able to balance the
slow-down in the transport due to the crowding (proportional to
C/(¢) < 0). Equation 16 allows one to estimate at glance the
range of ¢ where an increase in the density becomes detrimental
for the efficiency of the diffusive transport to the target molecule.

5. Activated Hopping with Crowding. Equation 9 describes a
kinetic process that is controlled by the escape rate across an
energy barrier. As the form of eq 9 suggests, the crowding around
the reactant acts as an effective osmotic barrier that the incoming
particle has to cross. The crossing rate, just as in the case of
Kramers'> rate discussed in the Appendix, is an exponentially
decreasing function of the (in this case, osmotic) barrier height.
The latter, in turn, is proportional to the local compressibility in
the first-coordination shell around the target molecule/sink.
Finally, eq 9 shows that the rate in the presence of crowding
is the result of the competition between two competing
phenomena. One is the speed-up in the rate due to the collective
diffusion, which is proportional to Z(¢), thus an increasing
function of ¢, and the other one is the crowding, which ultimately
goesasZ (¢A)e72(%) and therefore is a decreasing function of ¢.
Clearly the latter effect, being exponential, eventually prevails,
thus determining an overall decreasing trend of the reaction rate
with ¢, which sets in after reaching a maximum in the kinetic rate.
The location of the maximum is determined by the extent of the
crowding, i.e,, by the ratio Ry/R,, which in turn controls Z(¢a).
Upon decreasing R,/R,, (i.e., increasing the crowding), the
maximum gets shifted to lower ¢ values and the slow-down of
the kinetics also becomes more dramatic. On the other hand,
when the ratio Ry/R, is increased, it can be shown that the
maximum is shifted to higher ¢ values and the dependence of C;
on ¢ gets smeared out.

Hence, the comparison between eq 9, on one hand, and the
Kramers rate, eq 48 in the Appendix, on the other, suggests an
analogy between thermally activated-rate processes in interac-
tion—potential energy landscapes' and the activated hopping in
crowded environments®® in the absence of external or interaction
potentials. Also, it supports the legitimacy of treating the
“structural” effective potential due to the crowding in complete
analogy and on equal footing with intermolecular potentials.

B. Reaction-Limited Aggregation/Reaction Kinetics with
Crowding. The above result can be generalized to the presence
of medium- and long-range (intermolecular) interactions be-
tween the Brownian molecules. In general, large Brownian
molecules can interact via a superposition of attractive and
repulsive interaction forces.”**> This is the case of the well-
known Derjaguin—Landau—Verwey—Overbeek (DLVO) inter-
action potential of colloidal particles which arises from the
superposition of attractive van der Waals forces and repulsive
electrostatic forces which results in a net interaction energy
barrier whenever the ionic strength in the solvent (I) is not

o< [2(¢) C/(9) + Z(¢) Ci(9)] (15)

7387 dx.doi.org/10.1021/jp200439a |J. Phys. Chem. B 2011, 115, 7383-7396


http://pubs.acs.org/action/showImage?doi=10.1021/jp200439a&iName=master.img-004.jpg&w=163&h=125

The Journal of Physical Chemistry B

enough to completely screen the Coulomb repulsion.'*** The
kinetics in this regime, where a finite interaction energy barrier is
present, is referred to as “reaction-limited” (RL) kinetics, in
contrast to the regime of “diffusion-limited” (DL) kinetics, where
there is no interaction energy barrier. In the RL case the
stationary kinetics is described by the effective Smoluchowski
equation

bl a (ap(r) aMlp(r)] | oV
r2 or or  dp(r) or

p> =0 (17)

Here we make the further assumption that the superposition
principle holds such that the total interaction potential is given by

Ug = U+ UY (18)

U represents the direct or intermolecular interaction potential
(i.e., the sum of van der Waals, electrostatic, etc.), while Ugs)
represents the additional osmotic potential energy due to the
local liquid structure.

It is worth noticing that charged Brownian particles, especially
at low ionic strength, behave as their sizes were larger due to the
electrostatic repulsion that keeps them apart.26 Thus, in a system
of identical, charged Brownian particles, the effective packing
fraction is larger due to this effect and is given by ¢ = (4/
3)n1~ip3p,x,, where Rp is the effective particle radius.? The latter is
estimated from the condition U(R,) ~ kT. For the A—A
interaction in our system, we can assume a screened-Coulomb
repulsion that can be estimated using the Yukawa potential U =
oe "“""/Kkpr, where Ky, is the inverse of the Debye length A =
[(£60kT)/(2NAe?)]"?, while o = 4mmeeqipy R, Kpe™ /KT is
the screening parameter (), is the electrostatic potential on the
particle surface and ¢¢, is the dielectric constant of the solvent).
This yields the following estimate for the effective radius Rp ~
(2kp) " In[o/(In ®)].*° As an example, the effective radius of
particles with R, = 300 nm and surface potential 1), = 0.02 V in
water under low-ionic strength conditions such as I = 0.1 mM
equivalent to Ap = Kp '=30.4nm at room temperature is on the
order of 800 nm. Apart from this effect, the Brownian particles
can still be treated as Brownian hard spheres with radius INQP.
Thus, in this case the reaction/aggregation kinetic constant is
given by

-1

we (s
X _z)|xf W) )

Kg r?

Equation 19 gives a theoretical estimate of reaction rates
between the charged Brownian A-particles and the sink S under
the account of both crowding and interactions and is thus
expected to have applications in the field of biochemical reactions
in vivo involving charged biomolecules.”” Due to the linearity of
the Smoluchowski equation, the superposition principle is valid
and the electrostatic barrier sums up with the effective barrier
contributed by the crowding. The height of the latter can be
calculated using eq S for given ¢ and R,/R;,. Hence the effect of
crowding on the aggregation/reaction kinetics in this case is
significant when the height of the direct (DLVO) interaction
energy barrier is U, < 10kT. This is the case often encountered
in biological systems, where the relatively large ionic strength of
the environment leads to electrostatic energy barriers on this
order of magnitude.”” Instead, for highly charged molecules in
the low-salt limit typically U,, > 10kT, so that U.g~ U s a good

-10 :
10 10
r/R-1

Figure 5. Theoretical curves for the effective interaction potential made
of an intermolecular-interaction component of the DLVO type, upon
varying ionic strength I, and of the contribution due to the crowding. R,
=300nm, R,=10nm, 3y =—0.020 V. (1) I=1mM, (2) I=10mM, (3)
I=100 mM, and (4) I = 1000 mM.

approximation and the effective crowding barrier is small com-
pared to the electrostatic barrier. To illustrate these considera-
tions, we have plotted the net effective potential given by eq 18
when the direct intermolecular part U is calculated for typical
particles of two different sizes, R, = 300 nm and R, = 30 nm and
Ry/R, = 1/30 in both cases, under conditions of significant
crowding corresponding to a packing fraction ¢ = 0.4. We
consider the case where the S—A interaction is represented by
the DLVO Vgotential. In Figure S effective potentials of the type
Uur= UP™O + US are plotted for R, = 300 nm and 1o = — 0.02
V and varying the ionic strength I while the crowding is constant
and corresponds to ¢ = 0.4. The electrolyte concentration
controls the range of the electric double layer repulsion through
the Debye screening parameter Kp. As can be seen, the barrier
due to crowding is well-separated from the DLVO barrier ,which
is significantly shorter in range. For the lowest ionic strength
considered, the DLVO barrier is much higher than the barrier
due to crowding, and the role of the latter is therefore compara-
tively small. Upon increasing the electrolyte concentration and
the ionic strength, the DLVO barrier decreases and thus the
crowding barrier becomes comparatively more important. For
complete screening of the double layer (curve 4 in the figure), the
crowding barrier represents the only repulsive contribution to
the total effective potential. Effective potential curves have been
calculated also for the case of smaller particles, R, = 30 nm, and
are reported in Figure 6. As is well-known, the DLVO theory
predicts that the barrier becomes significantly lower upon
decreasing the particle size and keeping the ionic strength and
surface potential constant. In this case, not only is the height of
the crowding barrier always comparable with the height of the
DLVO barrier, but the two barriers are also much closer to each
other and even merging together in the low I limit. A local
minimum is apparent in this case. Hence, the interplay between
intermolecular interaction forces between the molecules and the
crowding due to excluded-volume can give rise to effective
potential profiles that are not at all trivial and therefore can affect
the reaction kinetics to a relevant extent. The physical parameters
that correspond to the effective potentials shown in Figures S and
6 are summarized in Table 1. Theoretical predictions for the
reaction-limited kinetics in the presence and in the absence of
crowding can be done using eq 19 and are shown in Figures 7 and
8 for the two sets of parameters 1—4 and 5—8 of Table 1,
respectively. The values of the kinetic constant calculated in the

presence of crowding, ie., using U = UPvo 4 U<25) in the
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Figure 6. Theoretical curves for the effective interaction potential made
of an intermolecular-interaction component of the DLVO type, upon
varying electrolyte concentration, and a contribution due to the crowd-
ing. R, =30nm, R;=1nm, {o=—0.020 V. (5) I=1mM, (6) I=10mM,
(7) I =100 mM, (8) I = 1000 mM.

Table 1. Physical Parameters Used for the Computation of
the Effective Interaction Potential Curves 1—4 (shown in
Figure 5) and 5—8 (shown in Figure 6)

Yo, V I, mM Ap, nm R/R;, nm/nm 10}
1 —0.02 1 9.61 10/300 0.40
2 —0.02 10 30.4 10/300 0.40
3 —0.02 100 0.96 10/300 0.40
4 —0.02 1000 0.30 10/300 0.40
S —0.02 1 9.61 1/30 0.40
6 —0.02 10 30.4 1/30 0.40
7 —0.02 100 0.96 1/30 0.40
8 —0.02 1000 0.30 1/30 0.40

Smoluchowski equation, are systematically larger than those
without crowding, ie., using U = UP™ ) in the high-ionic
strength limit, where the electrostatic regulsion is completely
screened and the DLVO barrier, U2V®, vanishes. However
there is a very significant difference depending upon the size of
the particles. For typical colloid-size particles (R, = 300 nm)
there is practically no visible effect induced by the crowding, as
long as there exists a nonvanishing DLVO barrier. As one
approaches the critical electrolyte concentration that completely
screens the DLVO barrier (UL™Y® = 0) and thus approaches
the diffusion-limited fast reaction regime (denoted as DL, to
the right of the dashed line in the figures), the effect of the
crowding becomes significant and rapidly reaches the constant
limit of diffusion-limited kinetics with crowding dealt with
in the previous section. On the other hand, we observe that,
in the case of nanometer-scale particles (more relevant for
biochemical reactions), there is a significant slow-down in-
duced by the crowding already well within the reaction-limited
regime where the electrostatic barrier is still significant, i.e., at
electrolyte concentrations well below the diffusion-limited
regime.

Hence, we conclude that the effect of crowding on the
reaction/aggregation rate of nanometer-scale particles can be
very important also in the presence of a significant electrostatic
barrier. This can be explained with the fact that with smaller
particles the relative range of the screened-Coulomb repulsion is
comparatively longer and thus can interfere more significantly
with the repulsive barrier due to the crowding.
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Figure 7. Theoretical curves for the reaction rate in the presence of an
effective potential made of an intermolecular DLVO component, upon
varying the electrolyte concentration, and a contribution due to
the crowding. R, =300 nm, R, = 10 nm. 3y = —0.020 V. Triangles,
Ueg = UMY, squares, U = UPvo 4 Ugs).
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Figure 8. Theoretical curves for the reaction rate in the presence of an
effective potential made of an intermolecular DLVO component, upon
varying the ionic strength I, and a contribution due to the crowding. R, =
30 nm, R =1 nm. 1Py = —0.020 V. Triangles, U.g= UDLVO; squares, U.g
= UPLYO 4 ),

Clearly, biological molecules are very complex entities and
describing them in terms of effective colloidal potentials amounts
to a substantial coarse-graining. However, the above treatment
represents the first theoretical attempt to capture both many-
body effects and intermolecular interaction forces within a single
and relatively simple physical picture. In the next section we add a
further degree of complexity by including the effect of shear flow.

lll. REACTION RATES IN CROWDED BROWNIAN SYS-
TEMS UNDER SHEAR FLOW

A. Theory. If the Smoluchowski equation is the microscopic
(stochastic) counterpart of the diffusion equation, the Smolu-
chowski equation with convection is the microscopic counterpart
of the convective diffusion equation.**® The latter governs the
probability distribution of a Brownian particle in coordinate
space in the presence of both a conservative force field and an
externally applied flow. Considering a suspension of spherical
particles, for flows of mild intensity one can assume that the static
structure is only slightly distorted by the flow. In this case, the
correction due to collective diffusion can be applied by using the
equilibrium theory ofliquids. Hence, the stationary Smoluchows-
ki equation with convection can be written as

oTl
p

1
—Ev Vo+ (=VU+bv)p| =0 (20)
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where v is the macroscopic velocity field.>** The types of flows
that are encountered in the physical world invariably have an
anisotropic geometry.”® Hence, the one above is a partial
differential equation in the spherical coordinates frame centered
on a moving particle (i.e., the sink, for our purpose). As shown in
recent work,* the problem can be reduced to a spherically
symmetric one for the determination of the aggregation/reaction
rates, since the net flux is an integral quantity over the control
spherical volume around the moving particle

K = 47’D Kg}l % +p %] (p))] + 47 kT(v p) (21)

where (...) indicates the angular average in spherical coordinates.
v denotes the positive part of the radial component, v,, of the
fluid velocity v. This is responsible for the nonvanishing con-
tribution to the inward particle flux and is defined by’

v (r) if v (r)>0

i () = max(3(r),0) ={ .

else

For flows of mild intensity, we can assume (v, (r) p(r)) ~
(v (r)Xp(r)); i.e., the flow field and the particle-density field are
weakly coupled. Hence, we arrive at the following effective
Smoluchowski equation in the orientation-averaged particle-

density field*

e (=R o [CRR 2 ey

In the important case of linear flows, this simplified equation
still presents significant mathematical complexity, due to the
singularity induced by the term v at r = oo, i.e, at the location of
the far-field boundary condition. The Smoluchowkski equation
with shear is indeed a well-known singularly perturbed equation
with an inner boundary layer of thickness O along the r axis,
within which both diffusion and convection are im})ortant, and an
outer layer, where convection is predominant.’’ The reaction
rate is clearly determined by the solution in the inner layer,
which can be found by integrating the equation within the
inner boundary layer.*® The solution for the reaction rate is thus
given by
-1

&
exp [/ ds(B dUeg/ds + Pe<1~/:r>)‘|
o

G(&)(E+2)

o]
® _ pl(p..) 2/ a

Ks

oo

(23)

where & = (r — R)/R, with the contact radius R = R, + R,, and
G(&) is the hydrodynamic function accounting for viscous
retardation (which are always important in the presence of flow).
As shown in ref 30, the boundargf-layer thickness can be
estimated as 0 ~ RP[(l/RP)/Pe]l/ , where A (a surface-to-
surface distance) is the decay length of the effective interaction
and Pe is the Peclet number. 7 = v;/(¥R,) has been made
dimensionless by dividing by the shear-rate y multiplied by the
particle radius. Further hydrodynamic interactions can be ac-
counted for at two-body level through the expression of 7,
which for the case of simple shear reads ¥, = —(1/37)(& + 2)-
[1 — A(&)]. The hydrodynamic function A(&) can be given in
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Figure 9. Theoretical curves for the reaction rate in the dilute limit in
the presence of an intermolecular (DLVO) potential and shear flow
upon varying the value of the Debye screening parameter and for equal-
sized colloidal particles, R, = 100 nm and % = —0.015 V. The symbols
are the numerical solution of the full eq 20 according to ref 33.

analytical form for simple shear and other elementary linear
flows.”*** Predictions from eq 23 for the kinetic constant of
aggregation of DLVO-interacting colloidal particles in the dilute
limit are in good quantitative agreement, without any adjustable
parameters, with the full numerical solution of the partial
differential equation (eq 20) in the dilute case (dI1/dp = 1), as
shown in Figure 9.

The flat plateau at low Peclet numbers (i.e., at low shear rates)
corresponds to a regime where the encounter kinetics is still
completely dominated by the reaction barrier and the effect of
flow is insignificant (barrier-controlled regime in the picture).
The effect of the flow on the rate becomes significant as the
boundary-layer (whose thickness decreases with increasing Pe)
becomes comparable with the range of the reaction barrier. Then
the flow field enhances the barrier-hopping process and therefore
effectively speeds up the encounter kinetics. Upon further
increasing the Peclet number, there is a rapid increase in the
rate until the boundary-layer becomes so thin that the kinetics is
dominated bg the convective transport rate (convective regime in
the picture).”

Equation 23 can be used to estimate the reaction kinetics when
the system of Figure 1 is subjected to a macroscopic shear flow.
The most general case is when the effects of electrostatics,
crowding, and flow are simultaneously present. This can be
described by eq 23 by setting Uyg= U°™VC + us.

Equation 23 can be reduced to an explicit form in the regime
where the kinetics is dominated by a sharp barrier. This is
possible if one does a steepest-descents approximation of the
inner integral in eq 23. We start by noting that

3
s P L/() ds(B dUe/ds + Pe(vj))‘|

/0 & G(E+2)

~
~

o exp [ﬂUeff — Pe(E+ 2)2/2}
/0 dE (24)

G(E+2)

where for simplicity we have neglected the hydrodynamic
interactions in the velocity term. Indeed, if U.g features a
prominent absolute maximum, so does also the whole function
in the argument of the exponential, which can be expanded to
second order around the point of maximum. In this way the
integral on the rhs of eq 24 becomes Gaussian and we finally
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obtain

K 1 "
— & \/==Pe — BUcf, m exp(—PUect,m + 2Pe/3m)  (25)
Ks 3

where U, is approximately equal to the value of the effective
potential at the maximum. This approximation holds only when
there is a prominent absolute maximum in the function SU.g,, +
2Pe/37. If we consider the case U.g = U (with Ul given by
eq S and Figure 2a), where the crowding is the only effective
potential barrier for the convective-diffusive transport, we get

= o expl—cZ(py) + 2Pe/37] = exp[—cZ(py) + 2uyR,’* kT

S (26)

Equation 26, in a very compact fashion, suggests that the
effective barrier due to the crowding alone can be lowered by the
flow, i.e., whenever ¥ > 0. Hence, if it is true that the crowding
represents an additional resistance to the diffusive transport, it
seems also true that the presence of convection can effectively
reduce this resistance. The solution to eq 23 with crowding and
electrostatics is going to bring new insights into this mechanism,
as will be shown in the next section. The low-Peclet plateau
corresponds to a regime where the kinetics is controlled by the
barrier and aggregation/reaction occurs with an activation delay.
In correspondence of a critical Peclet value, the argument of the
exponential in the outer integral of eq 23 vanishes, which causes
the activation barrier and the delay in the kinetics to vanish as well.
Hence, the rate transitions to a fast regime controlled by the shear,
where in fact the kinetics goes roughly with the cube of the shear
rate, as predicted by the theogf of shear-induced aggregation
(originally due to Smoluchowski”***). From a physical viewpoint,
the shear helps the incoming particle in crossing the barrier due to
the crowding (and to the adverse osmotic pressure gradient)
around the reactant, thus effectively decreasing the barrier. At
some value of the Peclet, the shear force becomes equal to the
repulsive force due to the crowding, so that the net barrier
vanishes. Upon further increasing the shear rate, the transport is
completely controlled by convection and the kinetics thus follows
the mechanism of purely shear-induced aggregation.

This is the picture that emerges from a very approximate
analysis. In the following section we are going to see how a
nontrivial and surprising effect, hidden in the boundary-layer
structure of the full eq 23, arises from the interplay between shear
and crowding.

B. Results and Discussion. The encounter rate for conditions
of crowding corresponding to ¢ = 0.40 and R/R;, = 1/30 in shear
flow is plotted as a function of the Peclet number for the case of
DLVO intermolecular interactions between particles R, = 30 nm
and sink R = 1 nm in Figure 10. The parameters of the effective
(DLVO + crowding) potential are the same as for the curves in
Figure 7 and correspond to the set of conditions S—8 in Table 1.
Further, many-body hydrodynamic interactions, which are very
important in flowing systems, have been accounted for at the
level of effective-medium theory by replacing the solvent viscos-
ity with the (hard sphere) suspension viscosity.® This amounts to
taking an effective diffusion coefficient D(¢p) = M(¢) dI1(¢)/d¢
with an effective mobility given by M(¢) = b (o) /ul™,
where 77(¢) is the effective viscosity of the suspension, while u is
the viscosity of the pure solvent. For 77(¢) we use the equation
recently proposed by Mendoza and Santamaria-Holek.*®
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Figure 10. Theoretical curves for the encounter rate in the presence of
an effective Vpotential (crowding + DLVO) and shear flow. Dotted lines:
Usug = UPYVO. Solid lines: Upg= UV 4+ U, (1) I=1mM, (2) I =
10 mM, (3) I =100 mM, and (4) I = 1000 mM. R, = 30 nm and R, =
1 nm 3o = —0.020 V.

For comparison, the curves corresponding to the dilute limit
are plotted as dotted lines. It is seen that all the curves that take
crowding into account feature a narrow, edge-shaped bump of
nearly 2 order of magnitude in the encounter rate at low Peclet
numbers. This unexpected feature can be explained by consider-
ing the interplay between the convective—diffusive boundary-
layer and the effective potential with crowding. According to the
theory of ref 30, the thickness of the boundary layer is given by
0=R,[(A/R;)/Pe] '/2 Hence, upon increasing the Peclet number,
0 decreases and eventually becomes equal to the radial position of
the crowding barrier. We denote the value of Peclet at which this
occurs as Pe*. When Pe = Pe* the incoming particle that is injected
into the boundary layer from the convective flow finds itself in an
activated state, depicted schematically in Figure 11a.

Thanks to this activated-state, the incoming particle is greatly
facilitated in jumping over the electrostatic interaction barrier and
this results in a greatly enhanced encounter rate. On the other
hand, for values of Peclet that are larger than Pe*, such as Pe; > Pe*,
the situation is exactly the same as for the infinitely dilute system
with no crowding, since the particle is injected by the convective
flow into a boundary layer that is thinner than the crowding
barrier, as shown schematically in Figure 11b. Therefore, the effect
of crowding plays no role in this regime, so there is no difference
between dilute and crowded conditions. From a slightly different
perspective, this happens because at sufficiently high Peclet the
radial position of the crowding barrier falls into the outer purely
convective layer, where convection dominates over any other kind
of interaction. According to our theory, the value of Peclet at
which this bump occurs can be estimated using the relation

Ryy\/(kpR,) ' /Pe* = R, +A = (5/3)R, (27

from which one gets

Pt = (B &) 2 (28)

This is a highly nontrivial effect due to the interplay between
crowding and shear, as one would expect that the crowding
merely acts as to lower the encounter rates. The boundary-layer
structure of the Smoluchowski equation with shear,®! instead, as
we have seen, gives rise to a peculiar activated-state when the
boundary-layer thickness is equal to the location of the crowding
barrier. From this activated-state the incoming Brownian particle
can jump, over the electrostatic barrier, directly into the absorb-
ing boundary.
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Figure 11. (a) Schematic depiction of the activated-state that arises
when the Peclet-dependent boundary-layer thickness is equal to the
location of the crowding barrier. (b) Upon further increasing the Peclet
above Pe*, there is no effect of crowding as the crowding barrier falls in
the convective outer layer, which is completely controlled by convection,
which overwhelms any finite barrier. 01 = R,[(4/R;) /Pe;]?, also with
reference to Figure 10.

Although in the above figures also predictions from the
present theory for fairly high Peclet numbers have been present,
a caveat is necessary. Indeed, the present theory treats the
effective potential due to crowding as if it was isotropic, i.e., as
spherically symmetric around the reactant. At high Peclet num-
bers, this is certainly not true, since there the intense shear field
breaks the spherical symmetry in the radial distribution function
and the distribution of particles in the first coordination shell is
anisotropic.>" Tt is not at all obvious how this symmetry breaking
due to shear will affect the kinetic constant. This information is
very difficult to obtain by the means of theory alone and dedicated
simulations will be necessary in the future to clarify this point.

C. Remarks on the Effect of Many-Body Hydrodynamic
Interactions. A final note concerns many-body hydrodynamics.
Clearly, in real systems at high concentrations and with shear
flow, many-body hydrodynamic interactions play a significant
role. Even though there is no way to incorporate them into the
analysis, which is at the same time simple and accurate, we must
content ourselves with a rough estimate of many-body HI within
our theory by using an effective medium approach.”* The final
result can also be derived using a “mode coupling” method as
shown in ref 36. Within this approach, as mentioned in the
previous section, one assumes an effective volume-fraction-
dependent diffusion coefficient D(¢), where the viscosity of
the solvent u is replaced by the viscosity of the medium 7

D(¢) = [b(¢)] " dIL(¢)/dep (29)

where
b(¢) = 67n ()R, (30)

leading to

oo eﬂui”)

/s = o)/ pzio) (R mar) G

Let us consider the effect of many-body HI on the reaction
kinetics without shear flow and without intermolecular interac-
tions. It is reasonable to expect that many-body HI lead a
significant slow-down in the kinetics in addition to the effect of
the crowding. Further, we notice that in the presence of HI the
maximum in the rate caused by crowding (that was explained and
analyzed in detail in section III) may get shifted to significantly
lower ¢. Hence we conclude that many-body HI may greatly
enhance the effect of crowding. This becomes evident also
considering that d[1/b(¢)]/d¢ < 0. This additional dependence
on ¢ can “accelerate” the onset of the slowing-down with
increasing ¢ caused by the crowding barrier (cf. section II).
We believe that dedicated simulation studies accounting for the
hydrodynamics can, in the future, shed more light on this aspect.

IV. CONCLUSION

In this paper, we present an analytical theory for the diftusive
reaction rate of chemical reactions under crowding and shear
conditions. In particular, we have shown how the celebrated
Smoluchowski rate is modified in this case. Crowding is imple-
mented as an effective potential induced by the structuration of
the solvent, an approach that has been shown to be in quantitative
agreement with the results of computer simulations.”’ On the
other hand, shear has been introduced by modifying the Smo-
luchowski equation to include convection; see eq 20. This method
has been recently introduced to describe the effect of aggregation
experiments.”” Here we have unified the two approaches to
discuss the concurrent effects of crowding and shear. In order
to present a stronger link with experiments, we have discussed the
case of a colloidal and of a nanoparticle system both interacting by
a DLVO potential. These two cases already show a different
behavior when the shear is not present. Due to the different length
scales involved in the process, the colloidal system reaction rate is
not heavily affected by crowding as long as the DLVO potential is
present, ie., until the reaction becomes diffusion limited. For the
nanoparticle, however, crowding seems to always slow down the
reaction in both reaction and diffusion-limited regime.

One of the main findings of this work, however, concerns the
case in which the DLVO nanoparticle is simultaneously under
shear and crowding conditions. In this case there exists a critical
Peclet number, i.e., Pe*, at which the reaction rate is increased by
orders of magnitude; see Figure 10. This happens when the shear
takes on the right magnitude to overcome the crowding barrier
and to inject the reactant particle exactly on top of it, creating a
sort of activated state. When the particle is injected by the flow
into the boundary layer at this special distance, it is in a highly
crowded environment, as can be seen by the form of the density
profiles.”! As a consequence of this environment, the particle
gains a further osmotic drive that enhances the probability of
passing through the electrostatic (DLVO) barrier; see the
cartoon in Figure 11. This seems to suggest that there is a
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possible way of coupling crowding-induced density fluctuations
with the shear in order to increase the reaction rate. For higher Pe,
the particle is not injected in the coordination shell but rather
between the two maxima of the effective potential. This means that
the particle is in between the sink and the high-density region and
does not gain any osmotic pressure; see the cartoon in Figure 11.

The theory presented here is very idealized, but we believe it
contains the right ingredients. In particular, it highlights the
direction to follow for future investigations. For a proper
description of crowding, the next step would be a theory capable
of predicting the density profiles and effective potentials in a self-
consistent way. To this aim a promising direction seems to be
dynamical density functional theory (DDFT), for which several
functional forms for the free energy have been discussed (for a
recent review see, for example, ref 38). For what concerns shear,
the assumption that the density profile does not get distorted
under shear is reasonable only for small Pe. At higher shear rate a
way of coupling shear and density distribution would be of great
importance. It must be stressed, however, that the enhancement
in the reaction rate, described here, occurs for low Peclet
numbers, where the cage around the sink is probably not
seriously distorted. A more general theory should take distortion
of the density into account. In this sense, recent ideas from mode-
coupling theory under shear could be inspirational.>

The most reliable way to test some of the theoretical predictions
presented here is probably to perform systematic, physical and
computational, experiments. In this sense, an especially interesting
set of experiments would be one where the time scale of aggrega-
tion of dense (e.g, ¢ = 0.5) colloidal systems under shear is
measured over a broad range of shear rates/Peclet. The theory
with no account of crowding effects*®*” predicts that the char-
acteristic time scale T ~ K ' is an exponential monotonically
decreasing function of the Peclet number. On the other hand,
the full theoretical model accounting for the effect of crowding
(eq 23) that has been proposed here predicts a departure from the
exponential law occurring in a limited range of Peclet with a local
minimum in 7 = f(Pe). Experimentally, the aggregation time scale
could be assessed either microscopically, e.g, using scattering
techniques to measure doublet-formation rates,” or macroscopi-
cally, from the sudden upturn of the viscosity at the onset of
aggregation.”” In both cases, it would be essential to design
experimental systems where colloidal stabilization is such to
guarantee measurable aggregation time scales under shear. An
alternative experimental setup could be one where a certain
number of sinks (for example, particles coated with some recep-
tors, like streptavidin) is immersed in a sea of background particles
that do not interact with each other but are selectively bounded by
the sink particles.

Another direction where the model has to be refined, in order
to make it applicable to cellular environments, has to do with the
spherical and isotropic assumption of the particles. It is clear that
macromolecular species in the cells are far from being spherical
and may exhibit anisotropic (“patchy”) interactions. A first step
along this direction is the understanding of the dynamics and
phase behavior of nonspherical and patchy particle systems.*”**

At the end of the paper, we have shown that within a simple,
effective medium approach the effect of hydrodynamic interac-
tions can be very important. This is a point that deserves further
investigation and we hope that the present paper will stimulate
new numerical and theoretical investigations on the subject.
Another important aspect to investigate would be the effect of
attraction on the reaction rates. It has been shown, for example,

that a compensation between enthalpy and crowding can lead to
equilibrium association constants.*!

Concluding, we believe that the interplay between crowding
and shear in reaction kinetics can play an important role in
colloidal science, biology, and nanomaterials. It could suggest
new routes to control the rates and to understand the behavior of
living matter where crowding is more the rule than an exception.

B APPENDIX: FROM THE SMOLUCHOWSKI EQUATION
TO KINETIC RATES

The probability distribution for a free Brownian particle of
mass m in space and time in one dimension p(x,v,t) is governed
by the Fokker—Planck equation®

op b kT

7 v-Vp+ va <vp + - va> (32)
b = 67UR,, is the viscous friction coefficient under stick boundary
conditions for an isolated particle in a liquid, with u# being the
viscosity of the liquid and R;, the hydrodynamic particle radius.
This is equivalent to a Langevin equation for position and
velocity given by m(dv/dt) = —bv + X(t), where X(t) represents
the fluctuating force.” Under the influence of external forces or

interparticle potentials, the latter becomes”®
d
md—‘t' — —bv+X(t) +K(x) (33)

where K(x) is the resultant of these forces. From the solution to
the Langevin equation it can be shown that the velocity reaches a
steady state (dv/dt—0) after a transient that goes as ~exp(—bt/m).
Hence for large b/m the velocity relaxes exponentially fast to its
stationary value. In other words, the changes in the particle
velocity can be observed only on a time scale that is extremely
short. As an example we consider a particle of polystyrene in
water with a diameter of 10 xm. For such a particle, even though
its size is already close to the upper limit of the “colloidal
domain”, one calculates b/m =~ 1.71 x 10® s so that the
transient (where the momentum is not yet relaxed to
equilibrium) is on the order of 10~ s. It is evident that for all
processes occurring on larger time scales, the momentum of our
particle can be safely assumed in equilibrium. On the other hand,
for particles of denser material in a gaseous phase, including
ionized gases, as is the case of dusty plasmas in microgravity,
where  is very small (on the order of uPa s) and the particle
inertia much larger, the ratio b/m has typically much smaller
values (10°—10"* s™'), thus making the assumption of the
equilibration of momentum invalid. In this case, one has to resort
to the full Fokker—Planck equation in both coordinate and
momentum space.*”** The steady-state velocity can be evaluated
from eq 33 by imposing dv/dt = 0 and the Langevin equation
becomes dx/dt = b~ '[X(¢) + K(x)]. The latter can be shown” to
be equivalent to the following Fokker—Planck equation

P = IV (-K(x)p + kTp) (34)
where p = [p(xvt) d*v. Equation 34 is the one-dimensional
Smoluchowski equation. A rigorous derivation involves much
formalism and can be found e.g. in.** What is important to notice
is that the limit of large friction b/m implies short relaxation times
for the particle velocity v, which thus relaxes to its stationary
value within a time interval during which x = const.® This is what
leads to the so-called adiabatic elimination of the fast variable v
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Figure 12. Schematic of the physical situations to which eqs 41 and 48
apply, respectively.

and makes the use of eq 34 feasible in the overdamped limit, i.e.,
whenever b/m is large.” By taking the macroscopic limit, p—¢
where ¢ is the number of particles per unit volume, eq 34 is seen
to be identical to the diffusion equation in a field of forces.*
Further, eq 34 can be generalized to a system of N particles

0 o
v p(x1..xn, t) = sp(x1...xN, t) (35)
with the many-particle Smoluchowski operator (neglecting hy-
drodynamic interactions) defined by

s(...) = Dy i vx{ﬂ[szU](> + V’C’(>} (36)

j=1

where x;..xy is the set of coordinates of the N particlesand =1/
kT.® This equation is the starting point for dynamical density
functional theory approaches to the modeling of colloidal
suspensions' "' which allow one to account for hydrodynamic
interactions between the Brownian particles. It is also the starting
point for mode-coupling theory approaches for dense suspen-
sions in the glassy regime.”’ In this work we will focus our
analysis on the treatment of simultaneously present many-
particle interaction and external-field effects within the one-
dimensional formalism by making use of effective potentials.

In order to estimate the time scale of physical processes, one is
generally interested in the stationary value of the probability
distribution.* The stationary behavior is obtained by setting dp/
0t = 0 in eq 34. Assuming spherical symmetry, the latter can be
integrated once to give the flow rate of particles onto the
spherical surface

4’ 3
x = <—K(r)p+kT ap) = const (37)
r

b

where ris the radial distance between the particles. If the external
forces are conservative, K(r) = —dU(r)/dr, we have that the
current can be written as

_ 4ﬂkT[peU/kT]g

B
b U/kT
/A r_z e dr

(38)

upon integration between two points A and B. The general
steady-state solution to the one-dimensional Smoluchowski
equation with a conservative potential is""*

1 b
p = Cer/kT _ (K/Sn)er/kT/ - v

r2 kT

where « is given by eq 38 and C is an integration constant. A few
simple cases can be described straightaway by making use of
eq 39. Let us first consider the case where U is an electrostatic
potential, such that U= 0at = A = oo (ris the radial coordinate in
a spherical geometry) and there is an absorbing boundary at
r = B = 2R, such that p(B) = 0. This represents the case of
diffusion of charged Brownian particles toward a reference
particle (placed at the center of a spherical coordinates frame)
under the stick-upon-contact condition. The situation is sche-
matically depicted in Figure 12a. Replacing these conditions in
eq 39 leads to the well-known result for the reaction rate'*"s

47D’
K= P (40)

“1
/ —ZeU/kT dr
o T

where p., = p(r=o0) and D' = 2D = 2kT/b accounts for the fact
that the diffusion of two particles against each other is accelerated
by a factor of 2 with respect to self-diffusion. r = 0 is taken as the
absorbing boundary, i.e., as the coordinate where the surface-to-
surface distance between the particles is zero. Equation 39 can be
used to give the aggregation rate between colloidal particles
interacting with an effective interaction potential given by the
DLVO theory (i.e., a superposition of van der Waals attraction
and screened electrostatic repulsion).”*'* If the latter, as is true in
most cases, comprises a repulsive barrier, the integral in the
denominator can be simplified by the steepest descent method,
since the main contribution comes from near the barrier top.*®
Hence we write U Uy + (1/2) Uy (F—Finax) > One should
note that U,,,,,”” < 0. The integral is now Gaussian, which gives25

K & 167D p\/ — Upay" [ 2kTe ™ Una/FT (41)

VKT gy (39)

In the case of U = 0 everywhere, eq 39 reduces to the well-
known diffusion-limited reaction (aggregation) rate due to
Smoluchowski**

Ks = 47RD'p_, (42)

where R = 2R, is the encounter distance (coagulation radius).
Furthermore, one-dimensional Smoluchowski equations, i.e.

% 18/ 9p
o b[&x( Flx)p+ kT axﬂ

can be used to estimate the rate of escape of a Brownian particle
from a deep metastable potential well-centered in x = A."® This
situation is schematically depicted in Figure 12b. For simplicity,
we will consider a one-dimensional space with coordinate x. We
define the rate as x/n, with

= / () d (43)

oo

Within the potential well we can write
p(x) ~ py exp(—p[U(x) — U(A)]) (44)
with U(x) & Ux + 1/2U4" (x — x4). Upon replacing in eq 43
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we get

27mkT

T (45)

A = Pa

The rate at which a particle originally trapped at A escapes to B is
expressed by the ratio

—1
*_ l, /M /BeU/kT dw (46)
na b 27 A

Also the remaining integral can be reduced to Gaussian by using
the saddle-point approximation (the main contribution to the
integral comes from the top of the barrier): U~ Uy, + (1/2)

Umax” (x - xmax)z) glVlng

B
/ QU/KT qp —  oUnu/kT
A

te 27kT
[ U5 ) 2K) i = [

(47)
The Kramers escape rate is thus given by
K/ny = = o Una/T (48)

27h

It is interesting to compare eqs 41 and 48 and the two
situations that they describe, shown in panels a and b of Figure 12,
respectively. Apart from numerical prefactors related to geome-
try (spherical-isotropic versus 1D), both equations are in Ar-
rhenius form, with an exponential term in the activation barrier
and a pre-exponential term giving the frequency of particles
coming to the barrier. Both rates are dominated by the expo-
nential term in the barrier height, which reflects the controlling
physical phenomenon (ie., the thermally activated barrier-
hopping). However, the two situations differ in the “injection
point”. In the case of eq 41, see Figure 12a, the particles are
“injected” directly from the bulk of the system (e.g, a colloidal
suspension) where p = p... In the other case of eq 48, see
Figure 12b, the particles are injected from the metastable well at
A, where thermal equilibrium has been practically established due
to the steepness of the energy landscape. The differences in the
local landscape of the injection point (flat for eq 41 and a well in
the case of eq 48) clearly do not affect the exponential activation
term but result in different frequency prefactors. Although they
are both inversely proportional to the friction b and to
(—Upa’)"/?, in the first case there is an additional proportion-
ality to p = p.., while in the Kramers escape rate the additional
proportionality is to (U,”")"/% These differences are expected to
vanish in the limit of very large U, where the rates are
completely dominated by the exponential term. The most
interesting physics in soft condensed matter occurs in out-of-
equilibrium situations, where the system evolves through a series
of structural transformations. Such transformations usually in-
volve either aggregation (structure-formation) or breakdown
processes. In particular, eqs 41 and 42 represent the archetypical
form of an aggregation process (where the injection from the
bulk represents the initial conditions of a disperse system ), while
eq 48 provides the basis to describe yielding/melting processes
(where the injection point is a bound state).*
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