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FIG. 1. Average backbone (x) values for myoglobin vs. residue number. 0, 80 K; o, 300 K. The average is taken over the N, C.,, and carbonyl
C atoms only, since the (x2) values of the carbonyl 0 atoms are usually higher. An (X2')d of 0.045 A2 has been subtracted from the individual observed
(xi) values.

tained for the iron atom by x-ray diffraction (9) and by
Mossbauer absorption (13) at 250-300 K. Subtracting the re-
sulting (X2)ld = 0.045 A2 from the individual atomic (x2) ob-
tained at 80 K leads to a number of values that are smaller than
0.01 A2, which is of the order of the zero-point vibrational (x2)
observed for small-molecule crystals at low temperatures (28).
Assuming that the freezing method did not decrease the lattice
order (and the results certainly show that it did not increase the
disorder), the (X2)Id value derived earlier (9) appears to be too
large (see below). It should be emphasized that the limits of
error of the (x2) values obtained from the x-ray analysis, esti-
mated to be 0.018 A2 (9), are at least as large as the zero-point
vibration (x2). In addition, any motion having a characteristic
time slower than 0.1 us does not contribute to the (x 2) deter-
mined by the Mossbauer method. Therefore, if motions on this
time scale contribute to the overall (x 2) (and there is ample
evidence that they must; K. Gersonde and G. N. La Mar, per-
sonal communication), the Mossbauer value underestimates the
dynamic contribution and leads to overestimation of the lattice
disorder term. Our refinement of the 80 K structure suggests
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that the correct value is closer to 0.025 A2. To facilitate com-
parison with earlier work, the value (x2Xd = 0.045 A2 has been
applied to the data in this paper. Whatever value is used for
(X2)1d, the results show that lattice disorder does not dominate
the overall or individual atomic displacements.

Individual Atomic Displacements. A graph of the average
(x2) values of the backbone N, Ca, and carbonyl C. atoms vs.
residue number at 80 and 300 K is shown in Fig. 1. The main-
chain displacements at 80 K do not exceed the corresponding
values at 300 K. The shapes of the two curves agree well. The
temperature dependence of the average (x 2) values of back-
bone atoms ofselected amino acids is shown in Fig. 2. The tem-
perature dependences of the (x2) values for the iron atom, the
atoms in the heme plane, and the proximal and distal histidines
are compared with those from M6ssbauer experiments on the
iron in Fig. 3.

Comparison ofthe (x 2) values at the four temperatures allows
a discussion of some general features of the dynamics of Mb.
Attempts were made to find a linear temperature dependence
for the atomic displacements. Only 46 of the 153 amino acids
in Mb show a temperature dependence that is consistant with
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FIG. 2. Temperature dependence of (x2) values of some selected
amino acids (backbone averages). +, glycine-121(GH3); x, alanine-
19(ABl); a, glutamic acid-83(EF6); o, phenylalanine-138(H14); *, leu-
cine-1l(A9); m, valine-68(E9); n, alanine-71(E14); *, average of all non-
hydrogen atoms; o, aspartic acid 126 (H2).
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FIG. 3. Temperature dependence of (x2) values. *, Fe measured
by M6ssbauer spectroscopy (13); *, Fe determined by x-ray analysis;
*, histidine-93(F8); o, histidine-64(E7).
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FIG. 3. Temperature dependence of (x2) values. *, Fe measured
by M6ssbauer spectroscopy (13); *, Fe determined by x-ray analysis;
*, histidine-93(F8); o, histidine-64(E7).
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Conformational substates in a protein: Structure and dynamics of
metmyoglobin at 80 K

(low-temperature crystallography/Mossbauer absorption/Debye-Waller factor/intramolecular motion/lattice disorder)

H. HARTMANN*, F. PARAK*§, W STEIGEMANN*, G. A. PETSKOt, D. RINGE PONZIt,
AND H. FRAUENFELDERt
*Max-Planck Institut ffir Biochemie, 8033 Martinsried, Federal Republic of Germany; tDepartment of Chemistry, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139; and tDepartment of Physics, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801

Communicated by R. L. Mossbauer, May 14, 1982

ABSTRACT The crystal structure ofsperm whale metmyoglo-
bin has been determined at 80 K to a resolution of2 A. The overall
structure at 80 K is similar to that at 300 K except that the volume
is smaller. Refinement of the structure by the method of re-
strained least squares (current R = 0.175) permits the assignment
of isotropic atomic mean-square displacements to all nonhydrogen
atoms. Comparison with the values obtained earlier at 250-300
K indicates that the protein at 80 K is more rigid. The average
experimentally determined Debye-Waller factor, B, for the pro-
tein is 14 A at 300 K and 5 A2 at 80 K. Plots of backbone mean-
square displacement vs. temperature show a discontinuity of slope
for at least one-third ofall residues. This behavior is in good agree-
ment with the temperature dependence of the mean-square dis-
placement of the heme iron as measured by Mossbauer absorp-
tion. The magnitudes of the smallest mean-square displacements
observed at 80 K indicate that intramolecular motions can be fro-
zen out to a surprisingly large degree. Even at 80 K, however,
some atoms in myoglobin still have mean-square displacements
greater than 0.1 A2, thus providing evidence for conformational
substates.

The view of protein molecules as systems that fluctuate over
a large number of conformational substates is now accepted
(1-3). Conformational fluctuations are important for biological
function, and detailed studies of their properties are therefore
desirable. Myoglobin (Mb), "the hydrogen atom of biology," is
a good choice for such studies. Mb is presumed to have a simple
function, storage and transport of oxygen in muscles (4). Some
of its properties can be understood in terms of its static three-
dimensional structure, determined by single-crystal x-ray dif-
fraction at 300 K (5, 6). However, dynamic features, especially
the access of oxygen to the heme and the kinetics of binding
of carbon monoxide to the iron (7, 8), cannot be explained by
a static picture. X-ray crystallography is a powerful tool for
mapping average displacements of atoms in a protein (9-11).
Here, we present the determination of the structure of metMb
at 80 K to a resolution of 2 A and compare this structure and
atomic displacements with earlier results at 250-300 K and with
the results of Mossbauer absorption studies at 4.2-300 K
(12-14).

Atomic displacements are involved in the interconversion of
different local configurations (conformational substates) of the
same overall protein structure (7-14). Different conformational
substates perform the same biological function, albeit possibly
with different rates. Transitions from one substate to another
require the surmounting of potential energy barriers. If the
barriers are very large compared with kBT, the distribution of

substates is static. If the barriers are small, the distribution is
dynamic and a molecule can move from one substate to another,
even at low temperatures. The idea that a dynamic distribution
can still exist at low temperatures is at first surprising. How-
erer- considerfor simplicity-4I attcaaoc either of
two positions separated by a barrier of height Ho. The time TR
characteristic for transitions between the two positions then is
given approximately by TR = roexp(HIR7), with To0 10-13 s.
Fluorescence quenching (15) and Rayleigh scattering (16) imply
barrier heights of about 25 kJ/mol. At 80 K, Ho = 25 kJ/mol
gives TR 103 s. During typical x-ray experiments, which last
about 105 s, conformational substates can equilibrate even at 80
K. If, moreover, the bottoms of the two conformational posi-
tions differ by 1 kJ/mol or less, both substates will be appre-
ciably populated even at 80 K.

Information about the spatial distribution of conformational
substates can be expressed in terms of individual atomic mean-
square displacements, (x2). By measuring these atomic dis-
placements as a function of temperature, the shape of the ef-
fective conformational potential well in which the atom moves
can be determined. In earlier crystallographic work, mean-
square displacements have been measured at 220-300 K (9).
The example given above shows that this temperature range is
too small to explore the conformational potential. We have
therefore extended the experiments to much lower tempera-
tures. The technique described here indeed shows major
changes in mean-square displacements in going from 300 to 80
Kand opens up the possibility of answering a number ofques-
tions about the structure and dynamics of proteins. Similar
work at low temperatures has been carried out with trypsin by
Huber and co-workers (17), who reach analogous conclusions.

EXPERIMENTAL
Sample Preparation and Data Collection. Crystals of sperm

whale metMb were grown from 3.75 M ammonium sulfate (pH
6.9), according to the published method (18). The crystals have
the symmetry of space group P21, with one molecule of molec-
ular weight 17,816 per asymmetric unit. Protein crystals are
usually destroyed if they are cooled below the liquid-ice phase
transition ofthe free mother liquor. There are, however, several
methods to overcome this difficulty. Crystal shattering can be
hindered by freezing under high pressure (19), exchanging the
mother liquor of the protein crystal with a cryoprotectant (20),
or shock freezing crystals containing their normal mother li-
quor (21). The last method has clear advantages: the solvent
around the molecule is not modified and no physical changes
should be introduced, in contrast to the application ofhigh pres-
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CHAPTER 3

MD simulations and neutron scattering

As mentioned in the introduction, Molecular Dynamics (MD) simulations
and neutron scattering experiments are probing the same length and time
scales. Both methods can be considered as complementary experimental tech-
niques. In this chapter it will be shown how MD simulations can be used to
help understanding neutron scattering spectra.

1. The concept of MD simulations

The fundamental approximation of MD simulations is that the dynamics
of the atoms in condensed matter systems can be described by Newton’s laws
of classical mechanics,

mαR̈α = − ∂U

∂Rα
(115)

Here each atom is represented by a mass point. The second approximation
is that electronic degrees of freedom can be replaced by an empirical force
field, U({Rα}), in which electronic degrees of freedom are not considered
explicitly. The force field U({Rα}) depends on the positions of all atoms
and describes the atomic interactions. During the last 20 years several force
fields for biomolecular simulations have been developed (see e.g. references
[38, 39, 40, 41]). The generic form is always similar:

U =
∑

bondsαβ

kαβ

(
rαβ − r(0)

αβ

)2

+
∑

angles αβγ

kαβγ

(
φαβγ − φ(0)

αβγ

)2

+
∑

dihedralsαβγδ

kαβγδ cos (nαβγδθαβγδ − δαβγδ)

+
∑

pairs αβ 4εαβ

([σαβ

r

]12 −
[σαβ

r

]6)

+
∑

pairs αβ
qαqβ

4πε0rαβ





non-
bonded (116)

The first three lines contain the terms describing “bonded interactions” due
to covalent bonds in a macromolecule (bond-stretching vibrations, bond-angle

39

Classical MD simulations

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

vi(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??

Interaction potentialForces: Fi = −

∂U

∂ri

Iterative solution of 
Newton’s equation of motion

➜Access time scales < 100 ns
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Simulated motions in myoglobin
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The phenomenon of self-similarity on the time scale can be modeled by stochastic processes 
with long-time memory. 
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Observation of a Power-Law Memory Kernel for Fluctuations
within a Single Protein Molecule

Wei Min,1 Guobin Luo,1 Binny J. Cherayil,1,* S. C. Kou,2 and X. Sunney Xie1,†

1Department of Chemistry and Chemical Biology, Harvard University, Cambridge, Massachusetts 02138, USA
2Department of Statistics, Harvard University, Cambridge, Massachusetts 02138, USA

(Received 6 October 2004; published 18 May 2005)

The fluctuation of the distance between a fluorescein-tyrosine pair within a single protein complex was
directly monitored in real time by photoinduced electron transfer and found to be a stationary, time-
reversible, and non-Markovian Gaussian process. Within the generalized Langevin equation formalism,
we experimentally determine the memory kernel K!t", which is proportional to the autocorrelation
function of the random fluctuating force. K!t" is a power-law decay, t#0:51$0:07 in a broad range of
time scales (10#3–10 s). Such a long-time memory effect could have implications for protein functions.

DOI: 10.1103/PhysRevLett.94.198302 PACS numbers: 82.37.-j, 02.50.-r, 05.40.-a, 87.15.He

Understanding the role of a protein’s dynamic motions
on its function has been a problem of long-standing interest
[1]. Single-molecule experiments provide information
about protein dynamics otherwise hidden in ensemble-
averaged studies. Recent single-molecule investigations
of a flavin oxidoreductase [2] indicate that protein confor-
mational fluctuations occur over a broad range of time
scales. Such conformational motion is closely related to
the fluctuations of enzymatic rate constant [3,4]. Kou and
Xie recently showed that this conformational fluctuation
can be modeled by a generalized Langevin equation (GLE)
[5]. Here we report a new single-molecule experiment
probing equilibrium conformational fluctuation in a pro-
tein via photoinduced electron-transfer (ET). Distance
fluctuations between the ET donor (D) and acceptor (A)
within a protein molecule were observed over a broad
range of times (10#3–100 s), and their stationarity, time
reversibility, and Gaussian property were proved by statis-
tical analysis. In the GLE formalism, the autocorrelation
function of the distance fluctuation was used to determine
the memory kernel which turns out to be a remarkable
power-law decay K!t" / t#0:51$0:07. The broad range of
time scales for conformational fluctuations at which pro-
tein reactions normally occur has implications for its bio-
logical functions, such as catalysis and allostery.

The system under study is a protein complex formed
between fluorescein (FL) and monoclonal antifluorescein
4-4-20 (anti-FL). This complex is highly stable, with a
small dissociation constant Kd % 0:1 nM, allowing long-
time observations at the single-molecule level. Figure 1(a)
shows its crystal structure, adapted from Ref. [6]. In our
room temperature experiment, a single FL and anti-FL
complex was first formed in solution, immobilized onto a
quartz surface via the biotin-streptavidin linkage, and then
repetitively excited by a 490 nm, 76 MHz, 100 fs pulse
train from a frequency doubled Ti:sapphire laser.
Fluorescence lifetime !#1 measurements were carried
out using the time-correlated single photon counting tech-

nique. The detailed experimental setup has been described
previously in Ref. [2].

The fluorescence decay of a single FL molecule is
monoexponential, while that of a single FL and anti-FL
complex is faster and multiexponential [Fig. 1(b)]. The
shorter lifetime results from photoinduced ET from the
closest tyrosine residue (Tyr37, donor) to FL (acceptor)
[7] and is expressed by !#1 & !!0 ' !ET"#1 ( !ET

#1,
where !0 denotes the fluorescence decay rate constant in

FIG. 1 (color). (a) Schematic of the structure of the FL and
anti-FL complex, adapted from Ref. [6]. Tyr37 and FL, ET donor
and acceptor, are highlighted. (b) Monoexponential fluorescence
lifetime decay for a single FL molecule. Multiexponential fluo-
rescence decay for the FL and anti-FL complex at both ensemble
and single-molecule levels. The instrumental response function
with 60 ps FWHM. a.u., arbitrary units.
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ibility holds, we expect

hx3!0"x!t"i # hx3!$t"x!0"i # hx!0"x3!t"i; (2)

where the first equality is due to stationarity, and the
second to reversibility. Figure 3(a) plots the experimentally
determined hx3!0"x!t"i and hx!0"x3!t"i against each other.
The diagonal line proves the time reversal symmetry.

We now examine the Gaussian property of x!t". For a
Gaussian process, all correlation functions higher than
second order can be expressed by the second order corre-
lation function. For example, hx!0"x!t"x!2t"i # 0, and
hx!0"x!t"x!2t"x!3t"i# hx!0"x!3t"ihx!0"x!t"i% hx!0"x!t"i2%
hx!0"x!2t"i2. We calculated both hx!0"x!t"x!2t"i and
hx!0"x!t"x!2t"x!3t"i from the experimental x!t" tra-
jectory and found that hx!0"x!t"x!2t"i vanishes within
experimental error and that hx!0"x!t"x!2t"x!3t"i matches
well with hx!0"x!3t"ihx!0"x!t"i% hx!0"x!t"i2% hx!0"x!2t"i2
[Fig. 3(b)]. These results strongly suggest that x!t" is a
Gaussian process.

By virtue of the stationary and Gaussian properties of
x!t", Cx!t" & hx!t"x!0"i is related to the autocorrelation
function of fluorescence lifetime variations, C!$1!t", by

C!$1!t" & h"!$1!0""!$1!t"i
h!$1i2 # e#

2Cx!t" $ 1; (3)

where "!$1!t" # !$1!t" $ h!$1i. C!$1!t" can be obtained
with a high time resolution comparable to the reciprocal of
the average photon count rate (1–2 ms), using the photon-
by-photon method [11] instead of the conventional bin-
ning. Thus, Cx!t" can be obtained from Eq. (3) with the
same high time resolution. Figure 4 shows the averaged
Cx!t" of 13 molecules, and it clearly has fluctuations over a
wide range of time scales. No noticeable power depen-
dence of Cx!t" in the excitation power range from 0.5 to
5 $W was observed, implying that the distance fluctua-
tions are spontaneous rather than photoinduced.

To investigate the underlying dynamics, the fluctuation
was analyzed in the framework of GLE, which can be
derived from the Liouville equation using projection op-
erators [12]. x!t" is modeled as the coordinate of a fictitious
particle diffusing in a potential of mean force. The GLE
governing its equilibrium dynamics is

m
d2x!t"
dt2

# $%
Z t

0
d&K!t$&"dx!&"

d&
$dU!x"

dx
%F!t"; (4)

where m is the reduced mass of the particle, U!x" #
m!2x2=2 is the harmonic potential with an angular fre-
quency !, % is the friction coefficient, F!t" is the fluctuat-
ing force, and K!t" is the memory kernel related to F!t" by
the fluctuation-dissipation theorem:

K!t$ &" # !1=%kBT"hF!t"F!&"i: (5)

In the overdamped limit where acceleration can be ne-
glected, Eq. (4) can be rewritten as

m!2x!t" # $ %
Z t

0
d&K!t$ &" dx!&"

d&
% F!t": (6)

Equation (6) can be converted to an equation for the time
correlation function Cx!t" by multiplying by x!0" and
averaging over the initial equilibrium condition:

m!2Cx!t"# $%
Z t

0
d&K!t$&"dCx!&"

d!&" % hF!t"x!0"i: (7)

The last term hF!t"x!0"i # 0 because F is orthogonal to x
in the phase space [12,13]. The Laplace transform of
Eq. (7) gives

~K!s" # m!2

%

~Cx!s"
Cx!0" $ s ~Cx!s"

; (8)

where ~K!s" is the Laplace transform of K!t". By taking the
Laplace transform of Cx!t" in Fig. 4 (open circles) numeri-
cally, and plugging the resulting ~Cx!s" into Eq. (8) along
with Cx!0" # kBT=m!2 # ' # 0:22 !A2, one solves
!%=m!2" ~K!s", which is shown in Fig. 5 after normaliza-
tion. Over at least four decades of time, ~K!s" exhibits a
simple power-law decay, ~K!s" / s(, with ( # $ 0:49'
0:07. Inverse Laplace transform of ~K!s" gives the time
domain correspondence K!t" / t$($1 # t$0:51'0:07, which
is remarkably simple.

The above results have implications for the nature of
F!t". First, since x!t" is stationary, the fluctuations of F!t"
must likewise be stationary. Second, since GLE is a linear
equation of x!t", the Gaussianity of x!t" requires F!t" to be
a Gaussian process as well. Third, the long memory be-
havior indicates that F!t" is non-Markovian. Fourth, the
power-law decay of K!t" implies time scaling invariance of
hF!t"F!&"i [Eq. (5)]. Mathematically, the only process that

FIG. 4. Autocorrelation function of distance fluctuation Cx!t"
(open circles, average of 13 molecules under the same experi-
mental condition), determined with high time resolution using
Eq. (3), with Cx!0" # kBT=m!2 # ' # 0:22 !A2. The solid line
is a fit to Cx!t" # Cx!0"et=t0erfc!

!!!!!!!!!!

t=t0"
p

with parameter
%=m!2 # 0:7 s0:5. The error bounds (dashed line) were esti-
mated by the method described in Ref. [17].
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4. FRACTIONAL OU PROCESS AND APPLICATIONS 99

FIGURE IV.9. Left: Harmonic potential driving the OU process.
Right: Sketch of the corresponding “rugged” potential energy
surface leading to fractional Brownian motion.

proposed long time ago by Frauenfelder et al. [56]. It must be emphasised that
such an effective harmonic model can only describe protein dynamics close to
the equilibrium state, which is here characterised by a single global minimum
of the potential.

Using the general considerations concerning FFPEs made in Section 3.1 of
this chapter we can immediately write down the solution of the FFPE describ-
ing the fractional OU process. For this purpose we use expression (IV.57) and
insert the eigenfunctions of the Fokker-Planck operator (II.161) associated with
the standard OU process which are given in Eqs. (II.163) and (II.165). Defining
again the scaled positions ⇤ = x/

⌥
⇧x2⌃ and the scaled relaxation constant

⇥� = ⇧̃ 1��⇥ (IV.65)

one obtains from (IV.57) [49, 50]

P (⇤, t|⇤0, 0) =
exp

�
� ⇥2

2

⇥

�
2⌅

⇥⌃

n=0

1

2nn!
Hn

⇤
⇤�
2

⌅
Hn

⇤
⇤0�
2

⌅
E� (�n⇥�t�) (IV.66)

Here E�(·) is the Mittag-Leffler function defined in Eq. (IV.53).

4.2. Autocorrelation function and its spectrum. The autocorrelation func-
tion of the scaled variable ⇤ is obtained from the general expression (IV.59),
using that here y ⌅ ⇤ and

⇧
d⇤ ⇤Pn(⇤) = �n,1. Noting that the autocorrelation

function of ⇤ equals the normalised autocorrelation function of x, ⌃(t) ⇤ c⇥⇥(t),
one obtains

⌃(t) = E� (�⇥�t�) (IV.67)
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⇥P (x, t)
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+
⇥J(x, t)

⇥x
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J(x, t) = �D
P (x, t)

⇥x
+

D

kBT
F (x)P (x, t)

⇥P (x, t)
⇥t

+
⇥J̃(x, t)

⇥x
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F (x) = ��U
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dt
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(⇥{s} > 0). Performing first an integration of both sides of the FFPE from 0 to t yields

P (t, ⇥)� P (⇥, 0) = ⇧̃ 1��

⌅ t

0

d⇧
(t� ⇧)��1

�(�)
LFP P (⇥, ⇧),

and a subsequent Laplace transform leads to

P̂ (s, ⇥)� P (⇥, 0)

s
= ⇧̃ 1��s��LFP P (⇥, ⇧).

Using that P (⇥, 0) = ⇥(⇥� ⇥0) one obtains thus

P̂ (⇥, s) =
1

s� [s⇧̃ ]1��LFP
⇥(⇥� ⇥0). (2.4)

We assume now that LFP has a discrete spectrum of eigenvalues. The Dirac distribu-

tion may then be expressed in terms of the biorthogonal set of right and left eigenfunc-

tions of LFP , which are defined by the relations [26, 28]

LFP Pn(⇥) = �⇤nPn(⇥), (2.5)

L+
FP Qn(⇥) = �⇤nQn(⇥), (2.6)

respectively, and fulfil (Pn, Qk) = ⇥nk, where ⇥nk is the Kronecker delta. The operator L+
FP

is adjoint to LFP , such that (g,LFP f) = (L+
FP g, f), and one has Pn(⇥) = Qn(⇥)Peq(⇥).

The scalar product of two functions f and g is here defined as (f, g) =
⇥ +⇥
�⇥ d⇥ f(⇥)g(⇥).

Inserting the representation

⇥(⇥� ⇥0) =
⇤

n

Pn(⇥)Qn(⇥0). (2.7)

into expression (2.4) yields thus

P̂ (⇥, s) =
⇤

n

1

s + (s⇧̃)1��⇤n
Pn(⇥)Qn(⇥0). (2.8)

One can now make use of the relation

E� (�t�) =
1

2⌅i

�

C

ds
exp(st)

s(1 + s��)
, (2.9)

where E�(z) is the Mittag-Leffler function [31]

E�(z) =
⇥⇤

k=0

zk

�(1 + �k)
. (2.10)

5
Mittag-Leffler function

� t��
algebraic long-time tail

When calculating the memory function, following the
approach described in the previous section, the quantity of
interest is actually the Laplace transform of Eq. !14",
which is

Ĉ!s;!1,!2" = ĈE!s;!1,!2" + ĈO!s;!1,!2" . !15"

Since the time dependence in Eq. !14" enters solely through
the factor of exp!−"nt /#m", the functions ĈE!s ;!1 ,!2" and
ĈO!s ;!1 ,!2" differ from CE!t ;!1 ,!2" and CO!t ;!1 ,!2" #Eqs.
!A22" and !A24", respectively$ only in the replacement of
exp!−"nt /#m" by the factor 1 / #s+"n /#m$.

Both C!t ;!1 ,!2" and K!t" are functions not only of !1
and !2, but also of the contour length N and the persistence
length Lp%1/2p. The latter is conveniently expressed in
terms of a dimensionless stiffness parameter z, defined as z
= pN=N /2Lp, which is large !$1" for flexible chains !Rouse
limit" and small !%1" for stiff chains. The evaluation of
C!t ;!1 ,!2" and K!t" for definite values of these parameters
!N, !1, !2, and z" is done numerically, as the eigenvalues "n
must be obtained from a transcendental equation that cannot
be solved in closed form. Details of the evaluation of these
two functions are discussed in Appendix II.

IV. RESULTS AND CONCLUSIONS

Using Eq. !6" to determine the memory kernel from
Ĉ!s ;!1 ,!2", we find, for a fairly wide range of N, z, and !1

and !2 values, that K̂!s" is a power law in s over several
decades, the exponents varying between about 0.25–0.48 in
absolute value. !The highest exponent value, 0.48, and the
one closest to the experimentally determined exponent of
0.49±0.07, was obtained for a chain with the following pa-
rameters: N=5000, z=5000, !1=2500, and !2=−2500."
Chains can apparently be long or short, stiff or flexible, with
small or large separations between !1 and !2, and still pro-
duce power-law memory kernels #within the one-
dimensional !1D" GLE framework$.

Significantly, however, not all choices of N, z, and !1 and
!2 provide satisfactory, simultaneous fits of the calculated
K̂!s" and C!t" curves to the corresponding experimental
curves of Ref. 7. One set of parameter values that does this is
N=500, z=5000, !1=24, and !2=19, with the monomer fric-
tion coefficient #m /kBT chosen to be 3.18s1/2 Å−2 so as to
agree with the value of # /kBT estimated from experiment.7

The corresponding distance correlation function C!t ;!1 ,!2"
#normalized by C!0;!1 ,!2"$ is shown in Fig. 1 !full line",
along with the experimentally determined correlation func-
tion !open circles", and the Mittag-Leffler function of index
1/2 !dashed line". The above parameter values leading to
this curve describe a long flexible polymer in which the
given pair of segments are close together.

For exactly the same set of parameter values, the s de-
pendence of K̂!s", normalized by the first theoretical data
point, is shown in Fig. 2 !full line", along with the experi-
mental data points, normalized by the first experimental data
point !open circles", and their estimated error bounds !dashed
lines". The slope of the theoretical curve is estimated as
−0.43, while the slope of the experimental curve is estimated

as −0.49±0.07.7 Within experimental error, therefore, the
calculated and experimental memory kernel exponents coin-
cide. Interestingly, for the same N and z values, essentially
the same degree of agreement between theory and experi-
ment is obtained even if !1 and !2 are varied, provided their
difference &!1−!2& is about 5.

We also find that changes to the parameter #m /kBT shift
the position of the C!t" and K̂!s" curves, but do not otherwise
change their form. In particular, K̂!s" remains a power law
with the same exponent. Since the experimental distance cor-
relation function is well described by the Mittag-Leffler
function E1/2!−!t / t0"1/2" it decays on a characteristic time

FIG. 1. Distance autocorrelation function C!t" #normalized by C!0"$ as a
function of time t !in seconds". The open circles are the experimental data
!normalized by the first experimental data point" on the fluorescein antifluo-
rescein system taken from Ref. 7. The dashed line corresponds to
the Mittag-Leffler function of index 1/2, and the full line is obtained from
the calculations described in the text. These calculations use the following
parameter values: N=500, z=5000, !1=24, !2=19, and #m /kBT
=3.18s1/2 Å−2.

FIG. 2. Memory kernel K̂!s" as a function of s. The open circles are the
experimental data points !normalized by the first experimental data point" of
Ref. 7. The full line is the theoretical memory kernel !normalized by the first
theoretical data point" calculated from the Laplace transform of the C!t"
curve shown in Fig. 1 using Eq. !6". The dashed lines correspond to the
estimated experimental error bounds.

204903-4 Debnath et al. J. Chem. Phys. 123, 204903 !2005"
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It should be noted that SFBD(!) is singular at !!0 for
0"""1. This property reflects the fact that there is no upper
limit for the relaxation time scales in the FBD model #see
Eq. $3%&. This aspect is illustrated in Fig. 2 which shows the
Fourier transforms of the model functions depicted in Fig. 1.

The Fourier transform of the stretched exponential is com-

puted in the same way as SFBD(!), using that the Laplace
transform of 'SE(t) has a closed form for "!1/2,

'̂SE$s %!
1

s
#
1

2s
!(

s)
exp! 1

4s) " erfc! 1

2!s) " . $12%

C. Memory function

As already mentioned in the Introduction, a rigorous the-

oretical approach to describe the time evolution of time cor-

relation functions has been developed by R. Zwanzig.12,13 If

a(t) is the dynamical variable under consideration, the time

evolution of its autocorrelation function

'$ t %!*a$0 %a$ t %+ $13%

is described by the integrodifferential equation

d

dt
'$ t %!##

0

t

d),$ t#)%'$)%. $14%

As usual, the brackets denote an ensemble average. The ker-

nel ,(t) is the memory function associated with '(t), which
is itself a correlation function and can be expressed in terms

of phase space variables. One writes

,$ t %!*ȧ exp# i$1#P%Lt& ȧ+/*a2+. $15%

Here L is the Liouville operator of the system and P is a

projector whose action on an arbitrary function in phase

space f is defined through Pf!a*a f +/*a2+. For details we
refer to the monograph by Boon and Yip.13 Here it matters

only that Eq. $14% is a priori exact, and that different models
for '(t) can be introduced at the level of the memory func-
tion. In the simplest case one considers a memoryless pro-

cess where ,(t)!(1/))-(t). In this case Eq. $14% becomes a
simple differential equation with '(t)!'(0)exp(#t/)) as
solution. One can now ask which memory function corre-

sponds to the correlation function given by Eq. $2%. For this
purpose we compare expression $9% to the Laplace transform
of the memory function equation $14%, which reads

'̂$s %!
'$0 %

s$ ,̂$s %
. $16%

It follows that the Laplace transformed memory function for

the fractional Brownian dynamics model is given by

,̂$s %!s$s)%#", 0"".1. $17%

We note that 'FBD(0)!1 according to the definition of

'FBD(t) by Eqs. $1% and $2%. When performing Laplace trans-
forms, it is important to distinguish between left-hand and

right-hand derivatives. The reason is that f (t)/0 for t"0 is
implicitly assumed whenever the Laplace transform of f (t)

is calculated. The time derivative in Eq. $14% is, for example,
formally a right-hand derivative. For any function with f (t)

/0 for t"0 one obtains the correspondence

d$ f

dt
/ lim

h→0$

f $ t$h %# f $ t %

h
↔s f̂ $s %# f $0 %, $18%

between the right-hand derivative and its Laplace transform,

whereas

d# f

dt
/ lim

h→0$

f $ t %# f $ t#h %

h
↔s f̂ $s % $19%

for the left-hand derivative of f (t). Using relation $19% we go
back to Eq. $17% and write ,FBD(t)!d# f /dt for t%0, where
f̂ (s)!(s))#". From the definition of the Gamma function18

one finds that t"#1/0(")↔s#". Consequently f (t)

!t"#1/(0("))") and

,FBD$ t %!
"#1

0$"%)2
! t) " "#2

, t%1 , 0"""1 $20%

for any 1%0. To define ,(t) on the whole positive time axis
we set

,FBD$ t %!C#2t for 0.t.1 . $21%

The constants C and 2 are determined by the conditions that
,(t) be continuous in t!1 and that

#
0

3

dt,FBD$ t %!0. $22%

The latter relation follows from Eq. $17% by setting s!0 and
using that ,̂(0)!40

3dt,(t). One obtains C!(1/))"(3
#")/#120(")& and 2!2(1/))"(2#")/#130(")& . The

form of ,(t) for t!#0,1& is not relevant in the limit 1→0,

where ,FBD(t) becomes a distribution. In this context we
refer to the well-known Dirac distribution which can be vi-

sualized by various normalized functions in the limit of van-

ishing width, such as a rectangular pulse, a Gaussian, a

Lorentzian, etc. The form $21% is the simplest possible ansatz
which ensures the continuity of the memory function at t

!1 and verifies ,FBD(0)%0 for any 1%0. The latter condi-
tion follows from relation $15% by setting t!0. An example
for ,FBD(t) is given in the inset of Fig. 1. Here "!1/2, as in
the corresponding correlation function in the same figure.

FIG. 2. The figure shows the Fourier spectra corresponding to the time

correlation functions presented in Fig. 1.
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ψ̃(ω) ∝ ω−(1+α) si ωτ " 1

Lorentzian

The latter reads here

PeqðxÞ ¼
ffiffiffiffiffiffiffiffiffi
Z

2pD

r
exp $ Zx2

2D

" #
: ð3:25Þ

Since the equilibrium density must be proportional to the
Boltzmann factor, Peq(x) p exp($bV(x)), it follows from
eqn. (3.25) that

D

Z
¼ kBT

K
: ð3:26Þ

Here b ¼ 1/kBT is the inverse temperature divided by the
Boltzmann constant kB and K is the force constant of the
quadratic potential in eqn. (3.21). Defining the scaled positions

x0 ¼ xffiffiffiffiffiffiffiffiffi
hx2i

p ð3:27Þ

where hx2i is the mean square position fluctuation

hx2i ¼ kBT

K
ð3:28Þ

and the scaled relaxation constant

Za ¼ ~t1$aZ, (3.29)

one obtains from eqn. (2.12)20,23

Pðx0; tÞ ¼
exp $x02=2

$ %
ffiffiffiffiffiffi
2p

p
X1

n¼0

1

2nn!
Hn

x0
ffiffiffi
2

p
" #

Hn
x0
0ffiffiffi
2

p
" #

Eað$nZat
aÞ:

ð3:30Þ

Here Ea( % ) is the Mittag–Leffler function defined in eqn. (2.10).

B. The autocorrelation function and its memory function

The autocorrelation function of the scaled variable x0 is
obtained from the general expression (2.16), using that here
O - x0 and

R
dx0 x0Pn(x

0) ¼ dn,1. Defining the normalized
autocorrelation function c(t) & cx0x0(t), one obtains

c(t) ¼ Ea($Zata). (3.31)

In the limit a - 1 the exponentially decaying correlation
function of the standard Ornstein–Uhlenbeck process is re-
trieved. Fig. 2 shows c as given by eqn. (3.31) for a ¼ 1/2 (solid
line), its limit for a - 1 (dashed line), and for comparison also
the ‘‘normal’’ stretched exponential exp($[t/t]a) with a ¼ 1/2.
The latter is also known as Kohlrausch–Williams–Watt
(KWW) function and has been used extensively to model
dielectric relaxation processes.34 For identical parameters t
and a it decays more rapidly with time than the correlation
function, eqn. (3.31), but still much slower than an exponential

function. The inset shows the memory function of c(t) which is
discussed below. It is worthwhile noting that the correlation
function of the fractional Ornstein–Uhlenbeck process has the
analytical form c(t) ¼ exp([t/t])erfc([t/t]1/2) if a ¼ 1/2.31

The Fourier spectrum of c(t) is a single generalised Lor-
entzian,

~cðoÞ ¼ 2ta sinðap=2Þ
otaj j otaj jaþ2 cosðap=2Þ þ otaj j$að Þ

; 0oa ( 1;

ð3:32Þ

where ta is given by

ta ¼ Za$1/a (3.33)

Fig. 3 shows the Fourier transforms of the correlation func-
tions depicted in Fig. 2. The spectrum corresponding to a
fractional Ornstein–Uhlenbeck process is almost featureless. It
reflects that the latter has no characteristic time scale and is
self-similar in the sense of a fractal on the frequency axis: any
zoom on the spectrum yields a similar pattern. The KWW
model does in general not lead to an analytical form for the
Fourier transform of the associated time correlation function.
An exception is the case a ¼ 1/2, which is depicted in Fig. 3.
For practical applications the Fourier transform of the KWW
model may be approximated by algebraic functions.35

The non-exponential decay of c(t) can be quantified by using
the concept of memory functions, which have been introduced
by Zwanzig.36 In the full Hamiltonian description of a many
body system the autocorrelation function c(t) of any phase
space variable fulfils a Volterra-type equation of the form

d

dt
cðtÞ ¼ $

Z t

0
dt xðt$ tÞcðtÞ; ð3:34Þ

where the kernel x( % ) is the memory function associated with
c(t). The latter can be formally expressed in terms of all phase
space variables. One sees easily that an exponential decay of
c(t) can be produced by a memoryless process where x(t) ¼
(1/t)d(t). In this case eqn. (3.34) becomes a simple differential
equation, with c(t) ¼ exp($t/t) as solution. A comprehensive
introduction into the theory of memory functions can be found
in the monograph by Boon and Yip.37 Here it matters only that
relation (3.34) is exact and that any physical model for a
correlation function is thus essentially a model for the memory
function. In this context it is important to note that the
commonly used Kohlrausch-Williams-Watt model, in which
the correlation function is described as stretched exponential,
c(t) ¼ exp($[t/t]a) (0 o a r 1), has no associated memory
function. From a statistical mechanics point of view it does
thus not belong to the class of ‘‘admissible’’ models.32
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Fig. 2 Model correlation function for the fractional OU process with
a ¼ 1/2 (solid line), the exponential exp($[t/t]) (dashed line), and the
stretched exponential exp($[t/t]a) for a ¼ 1/2 (dashed–dotted line).

Fig. 3 The Fourier spectra corresponding to the model correlation
functions depicted in Fig. 2.
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which are nothing but the eigenvalues ⌅⇤ of the drift matrix � defined in Eq. (4.82). They

describe the relaxation of the position correlation matrix

c(t) = ⌃x(0) · xT (t)⌥ (4.104)

from which the dynamic form factors f ⇤ij(q, t) (4.96) are formally computed via f ⇤ij(q, t) =

exp(Q(i) T · c(t) · Q(j)). It should be noted that the histogram exhibits a strong increase

for small inverse relaxation times, indicating that no maximum relaxation time can be

observed within the simulation time span.

5. Relaxation spectra

To establish a relation between the relaxation spectrum for coupled Brownian oscil-

lators presented in Fig. 20 and the corresponding quantity for the fractional Ornstein-

Uhlenbeck process, we write the (normalised) correlation function associated with the

latter in the form

⌥(t) =

� ⌅

0

d⌅ p(⌅) exp(�⌅t). (4.105)

Here p(⌅) ⌅ 0 and it follows from ⌥(0) = 1 that p(⌅) is normalised,
� ⌅

0

d⌅ p(⌅) = 1. (4.106)

Using the definition of the Laplace transform, one finds that

⌥̂(s) =

� ⌅

0

d⌅
p(⌅)

s + ⌅
. (4.107)

Formally, the relation between ⌥̂(s) and p(⌅) is a Stieltjes transform, which may be in-

verted to give [61]

p(⌅) = lim
⇥⇥0+

1

⇧
⇧

⇥
⌥̂(�[⌅ + i⇤])

⇤
. (4.108)

In case of exponential decay, where ⌥(t) = exp(�[t/⌃ ]), one has ⌥̂(s) = 1/(s + ⌃�1) and

p(⌅) = ⇥(⌅ � ⌃�1) contributes a single inverse relaxation time, ⌅ = ⌃�1. In case of the

fractional OU process one has instead

⌥̂(s) =
1

s(1 + [s⌃ ]��)
, 0 < � ⇤ 1, (4.109)

and the relaxation spectrum is found to be

p(⌅) =
⌃

⇧

(⌃⌅)��1 sin(⇧�)

(⌃⌅)2� + 2(⌃⌅)� cos(⇧�) + 1
, 0 < � < 1. (4.110)
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which are nothing but the eigenvalues ln of the drift matrix g
defined in eqn. (4.82). They describe the relaxation of the
position correlation matrix

c(t) ¼ hx(0) " xT(t)i (4.104)

from which the dynamic form factors f
0

ij(q,t), eqn. (4.96), are

formally computed via f
0

ij(q,t) ¼ exp(Q(i)T " c(t) "Q(j)). It should
be noted that the histogram exhibits a strong increase for small
inverse relaxation times, indicating that no maximum relaxa-
tion time can be observed within the simulation time span.

5. Relaxation spectra. To establish a relation between the
relaxation spectrum for coupled Brownian oscillators pre-
sented in Fig. 20 and the corresponding quantity for the
fractional Ornstein–Uhlenbeck process, we write the (normal-
ised) correlation function associated with the latter in the form

c(t) ¼
RN
0 dl p(l)exp(#lt). (4.105)

Here p(l) Z 0 and it follows from c(0) ¼ 1 that p(l) is
normalised,

RN
0 ¼ dl p(l) ¼ 1. (4.106)

Using the definition of the Laplace transform, one finds that

ĉðsÞ ¼
Z 1

0
dl

pðlÞ
sþ l

: ð4:107Þ

Formally, the relation between ĉ(s) and p(l) is a Stieltjes
transform, which may be inverted to give61

pðlÞ ¼ lim
e!0þ

1

p
=fĉð#½lþ ie(Þg: ð4:108Þ

In case of exponential decay, where c(t) ¼ exp(#[t/t]), one has
ĉ(s) ¼ 1/(s þ t#1) and p(l) ¼ d(l # t#1) contributes a single
inverse relaxation time, l ¼ t#1. In the case of the fractional
OU process one has instead

ĉðsÞ ¼ 1

sð1þ ½st(#aÞ
; 0oa ) 1; ð4:109Þ

and the relaxation spectrum is found to be

pðlÞ ¼ t
p

ðtlÞa#1 sinðpaÞ
ðtlÞ2a þ 2ðtlÞa cosðpaÞ þ 1

; 0oao1 ð4:110Þ:

The calculation is very similar to the one which leads to the
Fourier spectrum presented in (2.18). Expression (4.110) coin-
cides with the result found by Glöckle and Nonnenmacher in
ref. 19, but the calculation is simpler. The dashed line in Fig. 20
shows a fit of the function (4.110) to the histogram of inverse
relaxation times which has been obtained from the Brownian
mode model. The fit shows a qualitative agreement for t ¼ 2.98
ps and a ¼ 0.76, indicating a relaxation behaviour closer to
exponential relaxation than the mean square displacement
shown in Fig. 13 (t ¼ 33.5, a ¼ 0.49). Here it must be kept
in mind that the Brownian mode model describes protein
motion on the residue level, whereas the mean square displace-
ment in Fig. 13 contains also contributions from relaxation of
very fast motions, such as side-chain rotations and vibrations.
Therefore, the relaxation spectra should only be compared for
small relaxation rates. The essential point is their overall
agreement in this region.

V. Conclusion

In this article it has been shown that new insights into
quasielastic neutron scattering can be obtained by developing
what one could call simulation-based models, where computer
simulations are used as an essential input. Two approaches
have been presented to describe non-exponential relaxation in
a complex system like a protein: fractional Brownian dynamics

of a single particle, and ‘‘normal’’ Brownian dynamics of many
coupled particles. In both cases only modest momentum
transfers can be considered since both models describe a
protein on a coarse-grained scale. Localised motions, such as
rapid side-chain rotations, cannot be described within these
models. Roughly speaking, the concept of fractional Brownian
dynamics leads to the introduction of generalized Lorentzians,
which describe empirically to the very broad QENS spectra
obtained from internal protein dynamics. The example of the
fractional OU process has shown that the QENS spectra can be
quite well reproduced with essentially one additional para-
meter compared to the fit of a Lorentzian. In contrast to the
Kohlrausch-Williams-Watt model, where correlation functions
are empirically described by stretched exponentials, the frac-
tional OU process leads to a correlation function whose Four-
ier transform has a quite simple analytical form and possesses
moreover a well-defined memory function.32 The latter model
has thus advantages from a practical and a theoretical point of
view, although it must be clearly stated that its is still empirical
at this stage. The study of the average mean square displace-
ment of the atoms in Lysozyme has shown that FBD models
may be used to extrapolate the dynamics in a certain way to
very long time scales, or equivalently to low frequencies. In this
respect FBD models describe what is called in mode coupling
theory the ‘‘a-regime’’ of the dynamic structure factor, describ-
ing the slow relaxation processes.62 It will be interesting to
exploit the extrapolation properties of FBD models in combi-
nation with computer simulations to gain more insight into the
influence of temperature and pressure onto the slow relaxation
processes in proteins, in particular to establish a signature of
protein function in these processes. A more practical question
which can be addressed in this context is how elastic and
quasielastic neutron scattering experiments on systems with a
vast spectrum of time scales must be interpreted in view of the
fact that these techniques work with a relatively small time
window.63

Clearly, some effort has to be made now to develop a
physical picture of fractional Brownian dynamics and also to
make a closer contact with mode coupling theory. Here
computer simulation will certainly be crucial. The model of
coupled Langevin oscillators gives a hint that FBD in proteins
may be formally obtained by coupling a very large number of
viscoelastic elements. Such models can indeed explain ‘‘frac-
tional’’ responses of end-to-end distances in polymers due to
external forces.64 It must be clearly stated that fractional BD,
with absolutely no characteristic time scale, is probably an
idealized mathematical model of a physical system which has a
very broad, but limited distribution of relaxation times. This
point can be illustrated by the simulation study of lysozyme,
which revealed a signature of fractional BD in the collective
dynamics of this protein. Here the underlying time series of the
Fourier transformed particle density has been modelled with a
large but necessarily finite number of up to 1000 coefficients,
corresponding to 1000 relaxation times. An important aspect
of the computer experiment is that not only the Fourier
spectrum of intermediate scattering function can be fitted by
the FBD model, but also the memory function. Such a coin-
cidence is far from being trivial. A certainly very optimistic
interpretation of such computer experiments is that protein
dynamics around the native state, which does not exhibit rare
transitions from one global minimum to another, is essentially
already developed on the nanosecond time scale, although the
total relaxation may take much longer.

Appendix A: S(q,x) for the Ornstein–Uhlenbeck
process

To derive the dynamic structure factor belonging to the inter-
mediate scattering function (3.44), one uses that the latter is of
the form f(t) ¼ exp(#a)g(t), where
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[1]	
 W. Glöckle and T. Nonnenmacher, Biophysical Journal 68, 46 (1995). 
[2]	
 G.R. Kneller.  Physical Chemistry Chemical Physics, 7:2641 – 2655, 2005.
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In the limit where � tends to 1 we have E� (�n⇤�t�) ⇥ exp(�n⇤t), and
since exp(�n⇤t) = exp(�⇤t)n, the series in (IV.79) represents the function
exp(q2⌅x2⇧ exp[�⇤t]). One retrieves thus the intermediate scattering function
corresponding to the standard OU process given in (IV.42). In the general
case, where 0 < � < 1, a closed form cannot be given, since E� (�n⇤�t�) ⇤=
E� (�⇤�t�)n.

The dynamic structure factor is obtained by the Fourier transform (IV.33),
inserting expression (IV.79):

S(q, ⌃) = exp(�q2⌅x2⇧)
�

⇥(⌃) +
⇥⌅

n=1

q2n⌅x2⇧n

n!

1

2⌅
L�(⌃; ⇧�,n)

⇥
(IV.81)

The generalized Lorentzians L�(⌃; ⇧) are given by (IV.61). Combining (IV.56),
(IV.62) and (II.164) one finds that the relaxation rates are given by

⇧�,n =
⇧̃

(n⇤⇧̃)1/�
(IV.82)

Fig. IV.11 shows the dynamic structure factor given in Eq. (IV.81) for � = 0.5,
using the first 20 terms in the series. The convergence has been checked em-
pirically. One notices that the dynamic structure factor has a very weak q-
dependence.

4.6. Fitting neutron scattering data. Let us now see how the model (IV.81)
fits to experimental data. For this purpose we take the reference data from
Doster et al. for myoglobin [61]. These data have been obtained from a hy-
drated myoglobin powder. This type of sample has been often used in the past
in order to suppress global translations and rotations of the proteins. In this
way only the dynamics of interest, namely the internal dynamics of proteins is
seen in the neutron scattering experiments.

4.6.1. Using the EISF. Expression (IV.81) depends formally on three param-
eters, which are �, ⇧ , and the position fluctuation ⌅x2⇧. Since the integral⇤ +⇥
�⇥ d⌃ S(q, ⌃) cannot be obtained with certainty from experiment, there is

even a fourth fit parameter – the amplitude of S(q, ⌃). The dynamic struc-
ture factor can nevertheless be fitted with three parameters, since the position
fluctuation can be obtained separately from a measurement of the EISF. The
latter has the Gaussian form (IV.80) for the model discussed here. Fig. IV.12
shows the EISF obtained from a hydrated myoglobin powder for T = 277 K
and T = 320 K. The curves have been re-plotted from the data presented
in [61]. The solid line represents the EISF at T = 300 K obtained from an MD
simulation of a single myoglobin molecule [62]. Global translations and rota-
tions have been subtracted prior to the calculation of the EISF.

It should be noted that q is to be considered as an experimental parameter
and that the elastic approximation (IV.41) is strictly valid for the EISF, since
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where L�(·; ·) are the generalised Lorentzians

L�(⌃; ⌅) =
2⌅ sin(�⇤/2)

|⌃⌅ | (|⌃⌅ |� + 2 cos(�⇤/2) + |⌃⌅ |��)
, 0 < � ⌅ 1 (IV.61)

The relaxation times ⌅�,n are defined as

⌅�,n = ⇥�(1/�)
�,n , n ⌃= 0 (IV.62)

with ⇥�,n from Eq. (IV.56). Note that L�(⌃; ⌅) is singular at ⌃ = 0 if � ⌃= 1.
This is due to the fact that E�(�(t/⌅)�) is a self-similar function which has no
characteristic time scale. The limiting behaviour for large frequencies is

L�(⌃; ⌅) ⇧ ⌃�(1+�) (IV.63)

In contrast to the generalised stretched exponential, E�(�t�), whose
Fourier spectrum have in general a simple analytical form – but not the func-
tion itself – the inverse is true for the normal stretched exponential, ⇧SE(t; �) ⇤
exp(�t�). The � = 1/2 is one of the exceptions for which the Fourier spectrum
of the latter can be computed analytically. In this case the Laplace transform
has the form

⇧̂SE(s; 1/2) = 1� 1

2

⇤
⇤

s
exp

�
1

4s

⇥
erfc

�
1

2
↵

s

⇥
, (IV.64)

and the corresponding Fourier spectrum is again obtained from the relation
f̃(⌃) = 2⌥{f̂(i⌃)} for even functions f(t).

The right part of Fig. IV.8 shows the Fourier spectra of E1/2(�|t|1/2),
exp(t�1/2), and exp(�t) which are depicted in the left part. One recognises
that the Fourier spectrum of E1/2(�|t|1/2) is almost featureless. This illustrates
the self-similarity of dynamical processes described by FFPEs – any zoom on
the frequency scale yields a similar pattern of the Fourier spectrum.

4. Fractional OU process and applications

4.1. Description of the model and solution of the FFPE. We try now to
find a simple analytical model which aims to describe with a few parameters
the diffusive dynamics of an atom in a protein. The model must describe a
stochastic process which leads to confined motions in space and to the non-
exponential relaxation processes seen in Figs. IV.6 and IV.7. A candidate is the
fractional version of the OU process discussed earlier. The latter is a model for
diffusive motion in a harmonic potential which is schematically depicted in the
left part of Fig. IV.9. Due to the form of the potential the resulting motions are
confined in space. One can imagine that the anomalous diffusion described by
its fractional counterpart is caused by a highly irregular, “rugged” version of
the harmonic potential, which is shown in the right part of Fig. IV.9. A similar
qualitative description of the potential energy surface for a protein has been
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At this point one can make use of the relation

E� (�t�) =
1

2⇤i

⇤

C

ds
exp(st)

s(1 + s��)
, (IV.52)

where E�(z) is the Mittag-Leffler function [58]

E�(z) =
⇥⌅

k=0

zk

�(1 + �k)
(IV.53)

One recognises that E�(z) is a generalised exponential, where the Gamma
function �(1 + �k) replaces the factorial k! in the series representation of a
normal exponential function. The functions E� (�t�) may be considered as
generalised stretched exponential functions, where the normal stretched exponen-
tial is defined as exp (�t�) and has been used in the Kohlrausch-Williams-Watt
model for dielectric relaxation [59]. The left part of Fig. IV.8 shows the func-
tions E� (�t�) and exp (�t�) for � = 1/2 together with a normal exponential
function, exp(�t). Here it has been used that [58]

E1/2

�
�t1/2

⇥
= exp(t)erfc(t1/2). (IV.54)

The memory function shown in the inset will be discussed later. The gen-
eralised stretched exponential functions decay monotonically to zero with
t⇤⌅, and for large times one can make the approximation

E� (�⇥�,nt
�) ⇥

⇥�1
n,�t��

�(1� �)
(IV.55)

Using the above relations and the rescaled eigenvalues

⇥�,n := ⌅̃ 1��⇥n (IV.56)

the inverse Laplace transform of (IV.51) can be cast into the form

P (y, t) =
⌅

n

Pn(y)Qn(y0)E� (�⇥�,nt
�) (IV.57)

Due to (IV.55) the solution of a FFPE has thus by construction an algebraic
long time tail. In the limit � ⇤ 1 each generalised stretched exponential
in (IV.57) is replaced by exp(�⇥nt), and one retrieves the eigenfunction repre-
sentation (II.156) for the solution of a standard FPE. The transition from a FPE
to its fractional counterpart leads thus to the replacement of exp(�⇥nt) �⇤
E� (�⇥�,nt�) in the eigenfunction expansion of the general solution.

If the Fokker-Planck operator describes a system close to thermal equilib-
rium, it possesses only negative eigenvalues, except for one which is zero and
which is associated to the eigenfunction P0(y) = Peq(y), representing the equi-
librium density. The corresponding left eigenfunction is given by Q0(y) = 1.

⇥n = n�• Calandrini, Kneller, J. Chem. Phys., vol. 128, no. 6, p. 065102, 2008.

• Calandrini et al,, Chem. Phys., vol. 345, pp. 289–297, 2008.

• Kneller, Calandrini, Biochimica et Biophysica Acta, vol. 1804, pp. 56–62, 2010.
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We propose a fractional Brownian dynamics model for time correlation functions characterizing the
internal dynamics of proteins probed by NMR relaxation spectroscopy. The time correlation
functions are represented by a broad distribution of exponential functions which are characterized
by two parameters. We show that the model describes well the restricted rotational motion of N–H
vectors in the amide groups of lysozyme obtained from molecular dynamics simulation and that
reliable predictions of experimental relaxation rates can be obtained on that basis. © 2010 American
Institute of Physics. #doi:10.1063/1.3486195$

I. INTRODUCTION

NMR relaxation spectroscopy has proven to be a unique
approach for a site-specific investigation of both global tum-
bling and internal motions of proteins. The molecular mo-
tions modulate the magnetic interactions between the nuclear
spins and lead for each nuclear spin to a relaxation behavior
which reflects its environment. Since its first applications to
the study of protein dynamics, a variety of techniques has
been proposed for the investigation of both backbone and
side chain dynamics. Among them, relaxation measurements
of backbone amide 15N nuclei, which are routinely studied
by NMR, are most widespread.

The relationship between microscopic motions and spin
relaxation rates is provided by Redfield’s theory.1 In the case
of backbone amide 15N, relaxation primarily occurs through
fluctuations of the 15N– 1H-dipole-dipole interactions with
the directly bonded amide proton and of the 15N chemical
shift anisotropy tensor, which is commonly assumed to be
axially symmetric with its axis parallel to the NH bond !for a
general reference, see Ref. 2". The relaxation rates of the 15N
nuclei are determined by time correlation functions !TCFs"
of the form

Cii!t" = %P2!!i!t" · !i!0""& , !1"

where !i!t" is a unit vector pointing along the NH bond of
residue i and P2! . " is the second order Legendre polynomial.
Longitudinal and transverse 15N relaxation rates !R1i and
R2i", and 15N'1H( heteronuclear Overhauser enhancement
!!NHi" are expressed as linear combinations of the spectral
density functions Jii!"", the Fourier transforms of the Cii!t",
which are evaluated at the Larmor frequencies 0, "H, "N,
and "H#N)"H#"N

!NHi = 1 +
$H

$N

d2

R1
!6Jii!"H+N" − Jii!"H−N"" , !2a"

R1i = d2!3Jii!"N" + Jii!"H−N" + 6Jii!"H+N"" + 2c2Jii!"N" ,

!2b"

R2i = d2*2Jii!0" +
3
2

Jii!"N" +
1
2

Jii!"H−N" + 3Jii!"H"

+ 3Jii!"H+N"+ + c2*4
3

Jii!0" + Jii!"N"+ . !2c"

Here d=%0&$H$N /4,10'%rNH
3 & and c=$NB0()N /,15. The

parameters $H and $N are the gyromagnetic ratios of 15N and
1H atoms, respectively, %0 is the vacuum magnetic suscepti-
bility, & is the reduced Planck constant, and ()N is the 15N
chemical shift anisotropy. The NH distance is considered
constant and is fixed to its average value %rNH&.

The Redfield equations show that relaxation measure-
ments probe the relaxation dynamics of a selected nuclear
spin at only five selected frequencies. It is therefore not pos-
sible in practice to obtain a detailed picture about the internal
and global dynamics of proteins by a numerical reconstruc-
tion of Jii!"" from NMR data. In the model-free !MF" ap-
proach by Lipari and Szabo3 the assumption is made that the
internal reorientational correlation function decays exponen-
tially. Various studies of protein dynamics, spanning time
scales from picoseconds to hours4–10 give, however, evidence
that internal protein dynamics is characterized by strongly
nonexponential TCFs which may be described by non-
Markovian stochastic models, such as fractional Brownian
dynamics !fBD" and the continuous time random walk
!CTRW".11 The TCFs resulting from such models are char-
acterized by a superposition of exponential functions, with a
broad spectrum of decay rates. In the context of NMR spec-
troscopy we have recently shown12 that these relaxation

a"Electronic mail: vania.calandrini@cnrs-orleans.fr.
b"Electronic mail: daniel.abergel@ens.fr.
c"Electronic mail: gerald.kneller@cnrs-orleans.fr.
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Try fits with 1 & 2 exponentials 
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Limits of fractional Brownian 
dynamics and asymptotic modeling 

of anomalous diffusion
The fBD model correlation functions have the 
experimentally observed power law decay, but they are 
not analytic and thus unphysical at t=0.

dnc(t)

dtn

����
t=0

= (�1)n1

Consider "normal" and "anomalous" relaxation and 
diffusion as asymptotic form of relaxation and 
diffusion processes, respectively.
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = 〈v(t) · v(0)〉, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (){s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes

Downloaded 14 Jun 2011 to 194.167.30.120. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

Velocity autocorrelation 
function

Diffusion and the generalized Langevin equation 

224106-3 Kubo relations for anomalous diffusion J. Chem. Phys. 134, 224106 (2011)

spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2〈u2〉, where 〈u2〉 = 〈x2〉 − 〈x〉2 is
the mean square position fluctuation of the particle, it follows
that

D0 = 〈u2〉. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation 〈v(t) · f(+)(t ′)〉 = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = 〈v2〉
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ 〈v2〉

s2κ̂(s)
. (19)

Here 〈v2〉 = cvv (0) and the assumption s3 ( s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = 〈v2〉
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) = 〈v2〉
〈u2〉

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2〈u2〉, where 〈u2〉 = 〈x2〉 − 〈x〉2 is
the mean square position fluctuation of the particle, it follows
that

D0 = 〈u2〉. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation 〈v(t) · f(+)(t ′)〉 = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = 〈v2〉
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ 〈v2〉

s2κ̂(s)
. (19)

Here 〈v2〉 = cvv (0) and the assumption s3 ( s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = 〈v2〉
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) = 〈v2〉
〈u2〉

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.

Downloaded 14 Jun 2011 to 194.167.30.120. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

Memory kernel

224106-3 Kubo relations for anomalous diffusion J. Chem. Phys. 134, 224106 (2011)

spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2〈u2〉, where 〈u2〉 = 〈x2〉 − 〈x〉2 is
the mean square position fluctuation of the particle, it follows
that

D0 = 〈u2〉. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation 〈v(t) · f(+)(t ′)〉 = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = 〈v2〉
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ 〈v2〉

s2κ̂(s)
. (19)

Here 〈v2〉 = cvv (0) and the assumption s3 ( s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = 〈v2〉
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) = 〈v2〉
〈u2〉

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2〈u2〉, where 〈u2〉 = 〈x2〉 − 〈x〉2 is
the mean square position fluctuation of the particle, it follows
that

D0 = 〈u2〉. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation 〈v(t) · f(+)(t ′)〉 = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = 〈v2〉
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ 〈v2〉

s2κ̂(s)
. (19)

Here 〈v2〉 = cvv (0) and the assumption s3 ( s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = 〈v2〉
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) = 〈v2〉
〈u2〉

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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Observing that limt→∞ t d L/dt = 0, one obtains

cvv (t)
t→∞∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞∼

〈
v2

〉

Dα

sin(πα)
πα

1
L(t)

t−α. (33)

Applying here the HLK theorem again, one can also conclude
that Eq. (10) follows from Eq. (32) if 1 < α < 2 and that
Eq. (20) follows from Eq. (33) if 0 < α < 1. Therefore,
Eq. (32) and Eq. (33) are also sufficient conditions for
superdiffusion and subdiffusion, respectively. The relations
cvv (t)

t→∞∼ 0 and κ(t)
t→∞∼ 0, which arise for α = 0, 1 in case

of the VACF and for α = 1 in case of the memory function,
indicate the absence of the corresponding algebraic long time
tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme
case of subdiffusion, where α = 0. The fact that the motions
of the diffusing particle take place in a restricted volume
does, however, certainly not imply that the diffusion process
is anomalous. In contrast to unconfined diffusion, where the
anomalies refer to a deviation of the MSD from an asymp-
totically linear regime, the distinction between normal and
anomalous confined diffusion must be made on the basis of
the function L(t). The latter describes how the MSD and the
memory function converge to their respective plateau values
W (∞) = 2〈u2〉 and κ(∞) = 〈v2〉/〈u2〉.

A natural way to define anomalous spatially confined dif-
fusion is to consider the relaxation time of the shifted memory
function, κ(t) − κ(∞), which is given by

τc =
∫ ∞

0
dt

κ(t) − κ(∞)
κ(0) − κ(∞)

. (34)

Normal diffusion may then be characterized by a finite value
of τc, whereas an infinite relaxation time indicates long time
memory effects leading to anomalous diffusion. In this sense
the situation corresponds to unconfined subdiffusion, where∫ t

0 dτ κ(τ ) ≡ g(t) diverges for t → ∞. To find out if τc di-
verges, it suffices to consider the asymptotic form of κ(t) −
κ(∞). According to Eq. (33) we have for α = 0

κ(t)
t→∞∼ 〈v2〉

〈u2〉
1

L(t)
, (35)

which confirms that κ(t) tends to the plateau value of Eq. (25).
In view of Eq. (35) τc will diverge if

1
L(t)

− 1
t→∞∼ C t−β and 0 < β ≤ 1, (36)

where C is a constant. Any faster decay leads to a finite value
for τc.

E. Cage model

The asymptotic forms of the VACF and its memory func-
tion which have been derived above have a simple physical
interpretation in terms of the “cage model” for the dynamics
of particles diffusing in liquids.46 Its meaning is easily un-
derstood by considering the extreme case, where the memory

function is constant, κ(t) ≡ &2. The corresponding VACF has
then the form cvv (t) = 〈v2〉 cos &t , reflecting an ongoing “rat-
tling motion” in the persistent cage of nearest neighbors. In
real systems, the latter will exist for more or less long time
and it depends on its persistence which type of diffusion is
seen. The following discussion illustrates this point.! Subdiffusion.

According to Eqs. (32) and (33) subdiffusion implies
a negative long time tail for the VACF and a positive
long time tail for the memory function,

cvv (t) ∼ tα−2, cvv (t) < 0

κ(t) ∼ t−α, κ(t) > 0

}

0 < α < 1. (37)

The negative autocorrelations of the particle velocity
for large time lags indicate a persistent tendency of the
diffusing particle to invert its direction of motion and
to stay localized. The classical Kubo relations for D
and η evaluate here to D = 0 and η = ∞.! Normal diffusion.
This type of diffusion occurs whenever the classical
Kubo relations for D and η give finite values.! Superdiffusion.
Here, Eqs. (32) and (33) imply a positive long time
tail for the VACF and a negative long time tail for the
memory function,

cvv (t) ∼ tα−2, cvv (t) > 0

κ(t) ∼ t−α, κ(t) < 0

}

1 < α < 2. (38)

The asymptotically positive velocity autocorrelation
function indicates a preference to delocalize the diffus-
ing particle. Consistently, κ < 0 for t → ∞ expresses
an asymptotically “negative” cage, favoring according
to Eq. (17) correlations of the particle’s velocity in the
same direction. Here, the classical Kubo intergals for
D and η yield D = ∞ and η = 0.! Spatially confined diffusion.
It follows from relation Eq. (33) that the memory func-
tion decays to a plateau value, κ(∞), describing a “per-
manent cage.” If Eq. (36) is fulfilled, i.e., if the ap-
proach of κ(t) to its plateau value is sufficiently slow,
the diffusion is anomalous.

III. ILLUSTRATIONS

In the following some examples for spatially unconfined
and confined diffusion will be discussed which illustrate how
the various asymptotic forms of the MSD can be generated
from a simple model for the memory function associated to
the VACF, i.e., from different types of “cages.”

A. Spatially unconfined diffusion

The memory function for confined diffusion is assumed
to have the form

κ f (t) = &2 M(α, 1,−t/τ ), (39)

where M(a, b, z) is Kummer’s hypergeometric function,47

& has the dimension of a frequency and τ > 0 sets the
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B. Spatially confined diffusion

The memory function for spatially confined diffusion is
chosen to be

κc(t) = "2 {r + (1 − r )M(β, 1,−t/τ )} , (45)

where 0 < r < 1 and 0 < β ≤ 1. It resembles the one for un-
confined subdiffusion, but in contrast to the latter it decays
to a finite plateau value, κc(∞) = "2r . Its asymptotic form is
given by

κc(t) − κc(∞)
t→∞∼





"2(1 − r ) (t/τ )−β

%(1−β) , 0 < β < 1,

"2(1 − r ) exp(−t/τ ), β = 1.

(46)
For 0 < β < 1 we have thus anomalous diffusion, in the
sense that the relaxation constant τc introduced in Eq. (34)
diverges. Figure 4 displays the normalized model memory
function for β = 1 and β = 1/2 (solid and dashed line, re-
spectively), fixing r = 0.3. The corresponding VACFs and
MSDs are shown in Figs. 5 and 6, respectively. They have
been calculated in the same way as for unconfined diffusion,
setting again " = 1.5/τ and 〈v2〉 = 1. Figure 6 displays in
addition the fits of two stochastic models for the MSD: the
normal Ornstein-Uhlenbeck (OU) process and the fractional
Ornstein-Uhlenbeck (fOU) process. The first one describes
the normal, markovian diffusion of a particle in a harmonic
potential,51 and the latter is the corresponding generalization
to a non-markovian process.30 The mean square displacement
for both the OU and the fOU process can be expressed by the
formula,

W(f)OU(t) = 2〈u2〉(1 − Eb(−[t/t0]b)), 0 < b ≤ 1, (47)

where Eb(z) denotes the Mittag-Leffler (ML) function and t0
is a time scale parameter. The ML function is an entire func-
tion in the complex plane and it can be represented by the
power series

Eb(z) =
∞∑

k=0

zk

%(1 + bk)
, (48)

which shows that Eb(z) = exp(z) for b = 1. The latter choice
for b in Eq. (47) corresponds to the normal Ornstein-

FIG. 4. Normalized memory functions according to model (45) for β = 1/2
and β = 1 (dashed line and solid line). The grey horizontal line shows the
plateau value.

FIG. 5. Normalized VACFs corresponding to the memory functions shown
in Fig. 4.

Uhlenbeck process, where the MSD converges exponentially
to its plateau value. The model (47) has been fitted to the
MSDs displayed in Fig. 6, leading to b = 0.521 ≈ β, t0
= 5.537 τ for the fOU process and to t0 = 2.126 τ for the OU
process. Both fits represent well the long time form of the
MSDs corresponding to model (45) for β = 1/2 and β = 1,
respectively. In this context, it is worthwhile to compare the
L-functions corresponding to the (f)OU process to the one re-
sulting from the memory function (44). It follows from the
asymptotic form of the ML function,

Eb(−tb)
t→∞∼ t−b

%(1 − b)
, (β )= 1), (49)

and from W (t)
t→∞∼ 2〈u2〉L(t) that the function L fOU(t) is

given by

L fOU(t) =





1 − (t/t0)−b

%(1−b) , if 0 < b < 1,

1 − exp(−t/t0), if b = 1.
(50)

On the other hand, one obtains from Eqs. (35) and (46)

L(t) =





1 −

( 1−r
r

) (t/τ )−β

%(1−β) , if 0 < β < 1,

1 −
( 1−r

r

)
exp(−t/τ ), if β = 1,

(51)

FIG. 6. MSDs derived from the memory functions shown in Fig. 4 (black
dashed line for β = 1/2 and black solid line for β = 1). In addition the
figure displays fits of model (47) for anomalous diffusion (grey dashed
line, βfOU = 0.521, τfOU = 5.537 τ ) and normal diffusion (grey solid line,
τOU = 2.126 τ ). More explanations are given in the text.
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conditions we introduce the functions

f(t) =

∫ t

0

dτ cvv(τ), (26)

g(t) =

∫ t

0

dτ κ(τ). (27)

One recognizes that f(∞) = D and g(∞) = η in case of normal unconfined diffusion.

Defining the slowly varying functions

Lf (t) = αDαL(t), (28)

Lg(t) =
〈v2〉

DαΓ(2 − α)Γ(α + 1)L(t)
, (29)

and using that f̂(s) = ĉvv(s)/s and ĝ(s) = κ̂(s)/s, we obtain the following equivalences from

(10), (20), and from the HLK theorem (6),

f̂(s)
s→0
∼ Lf (1/s)

Γ(α)

sα
⇔ f(t)

t→∞

∼ Lf (t)t
α−1, (30)

ĝ(s)
s→0
∼ Lg(1/s)

Γ(2 − α)

s2−α
⇔ g(t)

t→∞

∼ Lg(t)t
1−α. (31)

Note that if L(t) is a slowly varying function, the same is true for 1/L(t). On account of (26)

and (27), differentiation of f(t) and g(t) for large times leads to necessary conditions for the

asymptotic forms of the VACF and its memory function. Observing that limt→∞ t dL/dt = 0,

one obtains

cvv(t)
t→∞

∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞

∼
〈v2〉

Dα

sin(πα)

πα

1

L(t)
t−α. (33)

Applying here the HLK theorem again, one can also conclude that (10) follows from (32)

if 1 < α < 2 and that (20) follows from (33) if 0 < α < 1. Therefore (32) and (33)

are also sufficient conditions for superdiffusion and subdiffusion, respectively. The relations

cvv(t)
t→∞

∼ 0 and κ(t)
t→∞

∼ 0, which arise for α = 0, 1 in case of the VACF and for α = 1 in

case of the memory function, indicate the absence of the corresponding algebraic long time

tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme case of subdiffusion, where

α = 0. The fact that the motions of the diffusing particle take place in a restricted volume

8
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Here ĥ(s) =
∫

∞

0 dt exp(−st)h(t) ("{s} > 0) denotes the Laplace transform of h(t). Noting

that ĥ(0) =
∫

∞

0 dt h(t), the theorem can be intuitively understood. It states that the diver-

gence of the integral
∫ t

0 dτ h(τ) as t approches infinity is reflected in the divergence of the

Laplace transform of h(t), as s approaches zero. From the asymptotic form (3) of the MSD

and the HLK theorem one can conclude that

Ŵ (s)
s→0
∼ 2DαL(1/s)

Γ(α + 1)

sα+1
. (7)

The relation of this expression to the VACF of the diffusing particle follows from the well

known convolution relation44

W (t) = 2

∫ t

0

dt′ (t − t′)cvv(t
′) (8)

which translates by Laplace transform into

Ŵ (s) =
2 ĉvv(s)

s2
. (9)

Comparison with (7) shows that

ĉvv(s)
s→0
∼ DαΓ(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo relation for the fractional diffusion

constant which holds for both normal and anomalous diffusion processes. The first step

consists in solving (10) for Dα. Using that lims→0 L(1/s) = 1 on account of (4), one obtains

Dα = lim
s→0

sα−1ĉvv(s)/Γ(1 + α). (11)

In a second step one recognizes that sα−1ĉvv(s) is the Laplace transform of the fractional

derivative of order α−1 of cvv(t) with respect to time. Writing ρ = n−β, where n = 0, 1, 2, . . .

is an integer number and β ≥ 0 is real, the fractional Riemann-Liouville derivative of order ρ

of an arbitrary function g is defined through45

0∂
ρ
t g(t) = ∂(−)n

t

∫ t

0

dt′
(t − t′)β−1

Γ(β)
g(t′). (12)

The symbol ∂(−)n
t denotes a normal left derivative of order n and negative values of ρ indicate

fractional integration. The index “0” in the symbol for the fractional derivative on the left-

hand side in Eq. (12) refers to the lower limit in the integral on the right-hand side. Since

5
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lims→0 ĝ(s) =
∫

∞

0 dt g(t), one finds that the fractional diffusion coefficient is given by the

relation

Dα =
1

Γ(1 + α)

∫

∞

0

dt 0∂
α−1
t cvv(t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion constant is retrieved and for

the case α = 0, which describes spatially limited diffusion where limt→∞ W (t) = 2D0, one

obtains

D0 = lim
T→∞

∫ T

0

dt

∫ t

0

dτ cvv(τ) = lim
T→∞

∫ T

0

dτ (T − τ)cvv(τ) = lim
t→∞

W (t)/2. (14)

Since limt→∞ W (t) = 2〈u2〉, where 〈u2〉 = 〈x2〉−〈x〉2 is the mean square position fluctuation

of the particle, it follows that

D0 = 〈u2〉. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation developed by Zwanzig,39,40 the

motion of a tagged particle in an isotropic solvent is described by an equation of motion of

the form

v̇(t) = −

∫ t

0

dt′ κ(t − t′)v(t′) + f (+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corresponding memory function, and

f (+)(t) a generalized acceleration fulfilling the orthogonality relation 〈v(t) · f (+)(t′)〉 = 0. In

contrast to a full Hamiltonian description of the system, the solvent is not described explic-

itly, but both κ(t) and f (+)(t) can be, in principle, expressed by the microscopic dynamical

variables describing the full system. They are thus fully deterministic quantities. For details

the reader is referred to the monograph by Zwanzig40. Due to the orthogonality between v

and f (+), the time evolution of the VACF is described by the integro-differential equation

∂tcvv(t) = −

∫ t

0

dt′ cvv(t − t′)κ(t′). (17)

The Laplace transform of this integral equation can be solved for the Laplace transformed

VACF,

ĉvv(s) =
〈v2〉

s + κ̂(s)
, (18)

6

  

Generalized Kubo relation

Fractional diffusion constant

samedi 25 mai 13



  

Generalized Kubo relation

which may be inserted into (9) to yield

Ŵ (s)
s→0
∼

〈v2〉

s2κ̂(s)
. (19)

Here 〈v2〉 = cvv(0) and the assumption s3 $ s2κ̂(s) has been made, which is correct for

s → 0 if ballistic diffusion is excluded. In the latter case one would have W (t)
t→∞

∼ t2 and

therefore Ŵ (s)
s→0
∼ s−3. Equating expressions (7) and (19) leads then to

κ̂(s)
s→0
∼

〈v2〉

DαΓ(α + 1)

sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can define a fractional relaxation constant

through

ηα = Γ(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = Γ(1 + α)

∫

∞

0

dt 0∂
1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-dissipation theorem,

Dα =
〈v2〉

ηα
. (23)

It should be noted that the same relation for phenomenological constants Dα and ηα has

been found in Ref. [28]. For α = 1 one retrieves the standard definition η =
∫

∞

0 dt κ(t) for

the relaxation constant and for spatially confined diffusion one obtains

η0 =

∫

∞

0

dt ∂(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂(−)
t is a left derivative and that κ(t) = θ(t)κ(t) (θ(t) is the

Heaviside function) since the memory function is causal. On the other hand, it follows from

D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) =
〈v2〉

〈u2〉
. (25)

C. Conditions for anomalous diffusion in the time domain

A further application of the HLK theorem permits the derivation of conditions for the

asymptotic form of the VACF and its memory function in the time domain. To derive these
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s→0
∼ s−3. Equating expressions (7) and (19) leads then to

κ̂(s)
s→0
∼

〈v2〉

DαΓ(α + 1)

sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can define a fractional relaxation constant

through

ηα = Γ(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = Γ(1 + α)

∫

∞

0

dt 0∂
1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-dissipation theorem,

Dα =
〈v2〉

ηα
. (23)

It should be noted that the same relation for phenomenological constants Dα and ηα has

been found in Ref. [28]. For α = 1 one retrieves the standard definition η =
∫

∞

0 dt κ(t) for

the relaxation constant and for spatially confined diffusion one obtains

η0 =

∫

∞

0

dt ∂(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂(−)
t is a left derivative and that κ(t) = θ(t)κ(t) (θ(t) is the

Heaviside function) since the memory function is causal. On the other hand, it follows from

D0 = 〈v2〉/η0 = 〈u2〉 that

η0 = κ(∞) =
〈v2〉

〈u2〉
. (25)

C. Conditions for anomalous diffusion in the time domain

A further application of the HLK theorem permits the derivation of conditions for the

asymptotic form of the VACF and its memory function in the time domain. To derive these

7

Fractional relaxation constant

samedi 25 mai 13



which may be inserted into (9) to yield
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We report on the successful application of fluorescence
correlation spectroscopy (FCS) to the analysis of single
fluorescently labeled lipid analogue molecules diffusing
laterally in lipid bilayers, as exemplified by time traces of
fluorescence bursts of individual molecules entering and
leaving the excitation area. FCS measurements performed
on lipid probes in rat basophilic leukemia cell membranes
showed deviations from two-dimensional Brownian mo-
tion with a single uniform diffusion constant. Giant unila-
mellar vesicles were employed as model systems to charac-
terize diffusion of fluorescent lipid analogues in both
homogeneous and mixed lipid phases with diffusion
heterogeneity. Comparing the results of cell membrane

diffusion with the findings on the model systems suggests
possible explanations for the observations: (a) anomalous
subdiffusion in which evanescent attractive interactions
with disparate mobile molecules modifies the diffusion
statistics; (b) alternatively, probe molecules are localized
in microdomains of submicroscopic size, possibly in
heterogeneous membrane phases. Cytometry 36:176–
182, 1999. ! 1999 Wiley-Liss, Inc.

Key terms: anomalous subdiffusion; giant unilamellar
vesicles; lipid membrane diffusion; lipid phases; single
molecule detection

Fluorescence correlation spectroscopy (FCS), intro-
duced to study diffusion and reaction dynamics of fluoro-
phores at thermodynamic equilibrium (1–3), has in recent
years been frequently discussed in the context of single
molecule detection (4–7). Although its principle is intrinsi-
cally statistical and the conventional performance of FCS
measurements requires averaging over large numbers of
molecular events, it is the need for ultimate sensitivity
achieved by high-performance confocal microscopy set-
ups and ultrasensitive detectors that does justify the
connection with other ‘‘true’’ single-molecule techniques.
Moreover, the striving for maximum sensitivity in FCS is
not only quantitatively motivated by pushing the limit of
detectability but is indispensable for the method to func-
tion at all. This can easily be rationalized by considering
the basic concept, i.e., to derive fundamental thermody-
namic and kinetic parameters by analyzing small spontane-
ous deviations from equilibrium in an ensemble of fluores-
centmolecules that give rise to fluctuations in fluorescence
emission. Such spontaneous deviations occur only on a
molecular scale; consequently, all data not being averaged
out by fluctuation correlation analysis must be related to
single-molecule events. Thus, FCS measurements are com-
fortably performed in volume elements of some 10!16

liters at nanomolar concentrations.
This characteristic clearly distinguishes FCS from the

technically related method fluorescence photobleaching

recovery (FPR), widely used for determining diffusion
characteristics in solutions and on membranes (8,9). In
FPR (also known as FRAP, or fluorescence recovery after
photobleaching), the diffusion-mediated restoration of
fluorescence in a previously photobleached volume ele-
ment by replacement with fresh fluorophores is followed
in time. Convenient concentrations are millimoles and
higher, so that thousands of particles in the measurement
volume are contributing to the signal at any time. The
information derived from conventional applications of FPR
on membranes includes diffusion coefficients and reaction
rates (10) and a quantity due to incomplete recovery called
‘‘immobile fraction’’. The origin of the phenomenon
usually represented by an immobile fraction remains
obscure in most applications; it may in certain systems be
associated with anomalous subdiffusion, where the time
dependence of the mean square displacements is not
linear (9). More detailed information about actual particle
trajectories and about the deviations from Brownian mo-
tion may be shown by single-particle tracking (SPT)
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FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.

178 SCHWILLE ET AL.(11–16) with much higher spatial precision, down to tens
or hundreds of nanometers. This technique has been
applied to detect single diffusing fluorophores on artificial
supported lipid films (17,18), where experiments have
been interpreted to suggest that immobile fractions as
observed by FPR are in fact due to restricted motion in
so-called corrals, i.e., inhomogeneities in the observed
films.

Recognition that spatial heterogeneities exist in plasma
membranes, as shown by the ubiquitous persistence of
specialized membrane structures, has in recent years led
to a reconsideration of the classic fluid mosaic model (19).
Certain domains, called ‘‘rafts’’, thought to consist of
enriched concentrations of cholesterol, sphingolipids, and
glycosylphosphatidylinositol (GPI)-linked proteins, have
been implicated in important biological functions such as
protein sorting, signal transduction, and membrane fusion
(20). Several new techniques of investigation have pro-
vided further evidence for the existence of rafts, going
beyond the initial definition of microdomains by formation
of detergent-insoluble lipid–protein complexes in cold
nonionic detergent extracts (21). Most of these measure-
ments have probed protein segregation by using FRET
microscopy (22) or chemical crosslinking of GPI-linked
proteins (23). Difficulties of studying rafts lie in their
highly dynamic and transient nature, their size being
below the resolution limit of optical microscopy, and the
inability of electron microscopic techniques to distinguish
spatial lipid organization (24).

The differential lipid composition of microdomains has
led to the proposition that they differ in their phase
characteristics from the remainder of the lipid bilayer (25).
The possible coexistence of phase-separated regions has
been demonstrated in artificial membranes by using di-
verse biophysical techniques (26,27). Studies on the dynam-
ics of lipids and proteins in cell membranes by microscopy
and FPR (28,29) or SPT (14,16) have demonstrated devia-
tions from the statistical physics of classic Brownian
motion.

To date, few experimental studies have been reported
applying FCS on membrane systems (30,31), but none of
them have come close to single-molecule detection. Imag-
ing correlation spectroscopy, a related method convention-
ally applied on membranes (32,33), provides particle
distribution and association constants but has lacked
sufficient temporal resolution for molecular diffusion stud-
ies. In the present study, we report on FCS analysis of
diffusion of fluorescent molecules in membranes with low
concentrations and sufficient sensitivity to observe single
diffusing molecules per several square micrometers. Illumi-
nation intensities are kept low enough to avoid correlation
curve artifacts due to photobleaching of the fluorophores.
By investigating fluorescently labeled lipids in rat baso-
philic leukemia (RBL) cell membranes, we found signifi-
cant deviations from normal diffusion that can be ex-
plained either by assuming several different coexisting
diffusion coefficients or by anomalous subdiffusion. Diffu-
sion data for the same lipid molecules in the artificial
membrane system giant unilamellar vesicles (GUVs) consist-

ing of a single lipid phase can be well described by a
one-component Brownian diffusion model, demonstrating
that the observed anomaly is not due to experimental
artifacts. In a model system composed of different lipid
membrane phases, correlation curves were significantly
better described by the model with at least two different
diffusion coefficients. These experiments show that FCS is
very capable of discriminating diverse molecular diffusion
behavior in membrane environments. The method is
much easier and less time consuming in performance and
data evaluation than SPT and provides a new approach to
probing anomalous membrane diffusion.

MATERIALS AND METHODS
FCS Diffusion Analysis

The raw data for FCS analysis is the fluorescence signal,
F(t), of a system of diffusing particles with concentration C
in and out of a fixed illuminated measurement volume
element, V, with average values !F" !V · !C". The
normalized fluorescence fluctuation autocorrelation func-
tion

G(#) $ 7%F(t)%F(t & #)8/7F82 (1)

corresponds to the probability for a fluorescent particle
that was inside this volume at time t to be still inside it at
time (t & #). Mathematically, G(#) is the convolution of the
so-called concentration correlation factor ' $ !%C(r’ (t &
#))%C(r, t)", with the spatial distribution of illumination
intensity I(r) (1,2,34). The term '(#) can be understood as
the probability distribution after some time interval # for
the localization of a single molecule arising from (r, t),
multiplied by the average concentration: ' $ !C" · P[r!,
(t & #)0r, t].

For normal (Brownian) diffusive motion with the mean
square displacement being proportional to time, !(r2" $
4D#, we obtain the probability density (35) in n dimen-
sions:

P[r!, (t & #)0r,t] $
1

(4)D#)n/2
e

*(r*r!)2

4D# (2)

resulting in the normalized correlation function G(#) for
two dimensions (n $ 2) (1,2) with Gaussian intensity
distribution I(r) $ I0e*r2/w2 (beam waist at focal point w):

G(#) $
1

N
+

1

1 & #/#d
(3)

where N is the average number and #d $ w2/4D is the
average residence time of particles in the measurement
volume. Consequently, for uniform systems with different
diffusing components i of the same fluorescence character-
istics and not interacting with each other, with residence
times #d,i $ w2/4Di and relative fractions Yi, the expression

177FCS ON CELL AND MODEL MEMBRANES

Normal Brownian motion Anomalous Brownian motion

changes to

Gi(!) "
1

N
# !

i

Yi

1 $ !/!d,i
. (4)

In the case of the anomalous subdiffusion, following
(9,36), the time dependence of the mean square displace-
ment is no longer linear but is given by %&r2' " (!), with
temporal exponent 0 % ) % 1 and ( being the transport
coefficient. For the following probability distribution

Panom[r!, (t $ !) 0r, t] "
1

(*(!))n/2
e

+(r+r!)2

(!) (5)

the correlation function is in the two-dimensional case

G(!) "
1

N
#

1

1 $ (!)/w2
. (6)

FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.
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We report on the successful application of fluorescence
correlation spectroscopy (FCS) to the analysis of single
fluorescently labeled lipid analogue molecules diffusing
laterally in lipid bilayers, as exemplified by time traces of
fluorescence bursts of individual molecules entering and
leaving the excitation area. FCS measurements performed
on lipid probes in rat basophilic leukemia cell membranes
showed deviations from two-dimensional Brownian mo-
tion with a single uniform diffusion constant. Giant unila-
mellar vesicles were employed as model systems to charac-
terize diffusion of fluorescent lipid analogues in both
homogeneous and mixed lipid phases with diffusion
heterogeneity. Comparing the results of cell membrane

diffusion with the findings on the model systems suggests
possible explanations for the observations: (a) anomalous
subdiffusion in which evanescent attractive interactions
with disparate mobile molecules modifies the diffusion
statistics; (b) alternatively, probe molecules are localized
in microdomains of submicroscopic size, possibly in
heterogeneous membrane phases. Cytometry 36:176–
182, 1999. ! 1999 Wiley-Liss, Inc.
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Fluorescence correlation spectroscopy (FCS), intro-
duced to study diffusion and reaction dynamics of fluoro-
phores at thermodynamic equilibrium (1–3), has in recent
years been frequently discussed in the context of single
molecule detection (4–7). Although its principle is intrinsi-
cally statistical and the conventional performance of FCS
measurements requires averaging over large numbers of
molecular events, it is the need for ultimate sensitivity
achieved by high-performance confocal microscopy set-
ups and ultrasensitive detectors that does justify the
connection with other ‘‘true’’ single-molecule techniques.
Moreover, the striving for maximum sensitivity in FCS is
not only quantitatively motivated by pushing the limit of
detectability but is indispensable for the method to func-
tion at all. This can easily be rationalized by considering
the basic concept, i.e., to derive fundamental thermody-
namic and kinetic parameters by analyzing small spontane-
ous deviations from equilibrium in an ensemble of fluores-
centmolecules that give rise to fluctuations in fluorescence
emission. Such spontaneous deviations occur only on a
molecular scale; consequently, all data not being averaged
out by fluctuation correlation analysis must be related to
single-molecule events. Thus, FCS measurements are com-
fortably performed in volume elements of some 10!16

liters at nanomolar concentrations.
This characteristic clearly distinguishes FCS from the

technically related method fluorescence photobleaching

recovery (FPR), widely used for determining diffusion
characteristics in solutions and on membranes (8,9). In
FPR (also known as FRAP, or fluorescence recovery after
photobleaching), the diffusion-mediated restoration of
fluorescence in a previously photobleached volume ele-
ment by replacement with fresh fluorophores is followed
in time. Convenient concentrations are millimoles and
higher, so that thousands of particles in the measurement
volume are contributing to the signal at any time. The
information derived from conventional applications of FPR
on membranes includes diffusion coefficients and reaction
rates (10) and a quantity due to incomplete recovery called
‘‘immobile fraction’’. The origin of the phenomenon
usually represented by an immobile fraction remains
obscure in most applications; it may in certain systems be
associated with anomalous subdiffusion, where the time
dependence of the mean square displacements is not
linear (9). More detailed information about actual particle
trajectories and about the deviations from Brownian mo-
tion may be shown by single-particle tracking (SPT)
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ 〈v(0) · v(t)〉, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

〈v2〉
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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molecules and 3840 water molecules (light-grey).
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of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9
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this study consisted of different lipid molecules (dilauroyl-sn-
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coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ 〈v(0) · v(t)〉, fulfills then the integro-
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average MSD values are indicated by triangles.
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fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
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molecules and 3840 water molecules (light-grey).
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fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= 〈v2〉, we define

τVACF =
(

Dα

〈v2〉

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of 〈v2〉 = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

( τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= 〈v2〉, we define

τVACF =
(

Dα

〈v2〉

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of 〈v2〉 = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

( τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= 〈v2〉, we define

τVACF =
(

Dα

〈v2〉

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of 〈v2〉 = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

( τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ 〈v(0) · v(t)〉, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

〈v2〉
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= 〈v2〉, we define

τVACF =
(

Dα

〈v2〉

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of 〈v2〉 = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

( τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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same lines as for the VACF, using that20

ηα = 〈v2〉
Dα

=
∫ ∞

0
dt 0∂

1−α
t κ(t). (13)

Introducing the frequency % ≡
√

κ(0), we define

τmem =
( ηα

%2

)1/α

. (14)

Using the same parameters as for the calculation of τVACF

and that %2 = 163.25 ps−2, we obtain τmem = 2.7 fs. This
value confirms the very rapid decay of κ(t) seen in Fig. 5
and one sees that the asymptotic regime starts approximately
at t ≈ 10 ps, which corresponds to t ≈ 4000 τmem. Although
the characteristic time scale of the memory function is much
shorter than the one of the VACF, its asymptotic regime starts
even later.

To resume the results, we have shown that the lateral dif-
fusion of the lipid molecules in the simulated DOPC bilayer
displays a clear signature of subdiffusion, with fractional dif-
fusion constants that are compatible with experimental results
obtained by FCS. The asymptotic forms of the VACF and the
corresponding memory function agree in particular with cor-
responding theoretical expressions predicted for this type of
anomalous diffusion. It is worthwhile noting that the long-
time tail ∝ tα − 2 of the lateral VACF might have an expla-
nation in terms of a hydrodynamic backflow of the surround-
ing molecules. This argument has been put forward long time
ago to explain the long-time tails in the VACFs of simple
liquids.19 In this context, we refer to recent work by Falk
et al.23 who observed collective flow patterns in the lateral
motions of molecules in a lipid bilayer.
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ 〈v(0) · v(t)〉, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

〈v2〉
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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Cage effect for lateral subdiffusion in a 
POPC bilayer

• 2x137 POPC 
molecules (10 nm 
✕ 10 nm in the XY-
plane)

• 10471 water 
molecules (fully 
hydrated)

• OPLS force field

• T=310 K
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Mean Square Displacement of POPC lipids after 15ns simulation (dots) and  fit of 
the model for anomalous diffusion (thick line).

α≈0.6
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The pair Distribution Function 
(PDF), g(r), is proportional to the 
probability of finding a particle 
between distances „r+dr”, from a 
tagged central particle in a liquid.

Time-dependent PDFs (van Hove 
PDFs), GD(r,t), display the 
dynamic structure in a liquid.

(Van Hove) PDFs can be obtained from scattering experiments 
(neutron scttering, inelastic X-ray scattering)

Image: "The structure of the cytoplasm" from Molecular Biology of the 
Cell. Adapted from D.S. Goodsell, Trends Biochem. Sci. 16:203-206, 1991.

Van Hove correlation function and 
the „cage” of nearest neighbours
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Bulk water for comparison....
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AA CG

All-atom versus  coarse-grained 
(Martini) force field

• 2033 POPC 
molecules (27.23 nm 
✕ 27.23 nm)

• 57952 P4 water 
molecules

• T=320 K

CG (MARTINI):

• 2x137 POPC 
molecules (10 nm ✕ 
10 nm)

• 10471 water 
molecules

• T=310 K

AA (OPLS):
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Model memory function Mean-square displacement
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B. Spatially confined diffusion

The memory function for spatially confined diffusion is
chosen to be

κc(t) = "2 {r + (1 − r )M(β, 1,−t/τ )} , (45)

where 0 < r < 1 and 0 < β ≤ 1. It resembles the one for un-
confined subdiffusion, but in contrast to the latter it decays
to a finite plateau value, κc(∞) = "2r . Its asymptotic form is
given by

κc(t) − κc(∞)
t→∞∼





"2(1 − r ) (t/τ )−β

%(1−β) , 0 < β < 1,

"2(1 − r ) exp(−t/τ ), β = 1.

(46)
For 0 < β < 1 we have thus anomalous diffusion, in the
sense that the relaxation constant τc introduced in Eq. (34)
diverges. Figure 4 displays the normalized model memory
function for β = 1 and β = 1/2 (solid and dashed line, re-
spectively), fixing r = 0.3. The corresponding VACFs and
MSDs are shown in Figs. 5 and 6, respectively. They have
been calculated in the same way as for unconfined diffusion,
setting again " = 1.5/τ and 〈v2〉 = 1. Figure 6 displays in
addition the fits of two stochastic models for the MSD: the
normal Ornstein-Uhlenbeck (OU) process and the fractional
Ornstein-Uhlenbeck (fOU) process. The first one describes
the normal, markovian diffusion of a particle in a harmonic
potential,51 and the latter is the corresponding generalization
to a non-markovian process.30 The mean square displacement
for both the OU and the fOU process can be expressed by the
formula,

W(f)OU(t) = 2〈u2〉(1 − Eb(−[t/t0]b)), 0 < b ≤ 1, (47)

where Eb(z) denotes the Mittag-Leffler (ML) function and t0
is a time scale parameter. The ML function is an entire func-
tion in the complex plane and it can be represented by the
power series

Eb(z) =
∞∑

k=0

zk

%(1 + bk)
, (48)

which shows that Eb(z) = exp(z) for b = 1. The latter choice
for b in Eq. (47) corresponds to the normal Ornstein-

FIG. 4. Normalized memory functions according to model (45) for β = 1/2
and β = 1 (dashed line and solid line). The grey horizontal line shows the
plateau value.

FIG. 5. Normalized VACFs corresponding to the memory functions shown
in Fig. 4.

Uhlenbeck process, where the MSD converges exponentially
to its plateau value. The model (47) has been fitted to the
MSDs displayed in Fig. 6, leading to b = 0.521 ≈ β, t0
= 5.537 τ for the fOU process and to t0 = 2.126 τ for the OU
process. Both fits represent well the long time form of the
MSDs corresponding to model (45) for β = 1/2 and β = 1,
respectively. In this context, it is worthwhile to compare the
L-functions corresponding to the (f)OU process to the one re-
sulting from the memory function (44). It follows from the
asymptotic form of the ML function,

Eb(−tb)
t→∞∼ t−b

%(1 − b)
, (β )= 1), (49)

and from W (t)
t→∞∼ 2〈u2〉L(t) that the function L fOU(t) is

given by

L fOU(t) =





1 − (t/t0)−b

%(1−b) , if 0 < b < 1,

1 − exp(−t/t0), if b = 1.
(50)

On the other hand, one obtains from Eqs. (35) and (46)

L(t) =





1 −

( 1−r
r

) (t/τ )−β

%(1−β) , if 0 < β < 1,

1 −
( 1−r

r

)
exp(−t/τ ), if β = 1,

(51)

FIG. 6. MSDs derived from the memory functions shown in Fig. 4 (black
dashed line for β = 1/2 and black solid line for β = 1). In addition the
figure displays fits of model (47) for anomalous diffusion (grey dashed
line, βfOU = 0.521, τfOU = 5.537 τ ) and normal diffusion (grey solid line,
τOU = 2.126 τ ). More explanations are given in the text.
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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We present a model for the local diffusion-relaxation dynamics of the Cα-atoms in proteins describ-
ing both the diffusive short-time dynamics and the asymptotic long-time relaxation of the position
autocorrelation functions. The relaxation rate spectra of the latter are represented by shifted gamma
distributions, where the standard gamma distribution describes anomalous slow relaxation in macro-
molecular systems of infinite size and the shift accounts for a smallest local relaxation rate in macro-
molecules of finite size. The resulting autocorrelation functions are analytic for any time t ≥ 0. Using
results from a molecular dynamics simulation of lysozyme, we demonstrate that the model fits the
position autocorrelation functions of the Cα-atoms exceptionally well and reveals moreover a strong
correlation between the residue’s solvent-accessible surface and the fitted model parameters. © 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4718380]

Over the recent years, the multi-scale aspect of the in-
ternal dynamics of proteins and macromolecular systems in
general has attracted considerable interest on both the ex-
perimental and theoretical sides.1–9 A characteristic feature
of time correlation functions (TCFs) related to internal diffu-
sive motions is their strongly non-exponential decay. A clas-
sical empirical model is the stretched exponential function,
c(t) = c(0) exp (− [t/τ ]β) (0 < β ≤ 1), which has been used
to model, for example, the kinetics of protein folding.10 The
description of internal protein dynamics through a fractional
Ornstein-Uhlenbeck (fOU) process11–13 leads to the stretched
Mittag-Leffler (ML) function, c(t) = c(0)Eβ(− [t/τ ]β) (0 < β

≤ 1), which has proven to be a good model for the TCF
of position and distance fluctuations in proteins.3, 4, 14, 15 The
ML function is an entire function in the complex plane,16, 17

Eβ(z) =
∑∞

n=0 zn/$(1 + βn), and includes the exponential
function as a special case, E1(z) = exp (z). Since the mod-
els cited above capture the essential features of the measured
correlation functions by a few parameters, they have undoubt-
edly their merits as simple models for an ad hoc interpretation
of experimental data. They have, however, also the unpleas-
ant feature of becoming unphysical for short times. Due to
the “stretched” argument ∝tβ the time derivatives c(n)(0+) do
not exist if 0 < β < 1, although they should exist whenever
the time evolution of the dynamical system under consider-
ation is described by equations of motion.18–20 Consider, for
example, the diffusive motion of an atom in a dense molecular
system in thermal equilibrium. Here, the dynamical variable
is the deviation of the atom with respect to its mean position,
u = x − 〈x〉, and the relevant TCF is its position autocor-
relation function (PACF), c(t) = 〈u · exp(Lt)u〉. The symbol
〈. . . 〉 denotes an equilibrium ensemble average and L is the

a)Electronic mail: gerald.kneller@cnrs-orleans.fr.

time evolution operator for the whole system. It follows from
the construction of the PACFs that c(n)(0+) = 〈u · Lnu〉 are
well-defined ensemble averages which should exist. For non-
Hamiltonian diffusive dynamics, where L is a many-particle
Smoluchowski operator,21, 22

Ds = 1
2

d〈[u(t) − u(0)]2〉
dt

∣∣∣∣
t=0

= −c(1)(0+), (1)

defines in particular the short-time diffusion coefficient.
In this paper, we develop a realistic minimal model for

the backbone dynamics of proteins which leads to regular
PACFs for the Cα-atoms describing both the diffusive short-
time dynamics and the relaxation for long times. We assume
that u(t) is described by a stationary stochastic process and
write its autocorrelation function in the form

c(t) = 〈u2〉ψ(t/τ ), (2)

where ψ(.) is the normalized PACF for a dimensionless time
argument, with ψ(0) = 1, and τ > 0 sets the time scale. For
convenience we set τ = 1 in the following. To express the
multi-scale character of protein dynamics we write the PACFs
as a superposition of exponential functions,

ψ(t) =
∫ ∞

0
dλ p(λ) exp(−λt), (3)

where the relaxation rate spectrum p(λ) satisfies the normal-
ization condition

∫ ∞
0 dλ p(λ) = 1, as well as p(λ) ≥ 0. The

moments of the relaxation rate spectrum are given by

λk =
∫ ∞

0
dλ λkp(λ) = (−1)kψ (k)(0), (4)

and their existence depends on the behavior of p(λ) for λ

→ ∞. For λk to exist the relaxation rate spectrum must decay

0021-9606/2012/136(19)/191101/4/$30.00 © 2012 American Institute of Physics136, 191101-1

Downloaded 15 May 2012 to 86.193.143.163. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

191101-3 Kneller, Hinsen, and Calligari J. Chem. Phys. 136, 191101 (2012)

FIG. 1. Four selected residues in the lysozyme molecule.

All fits show an excellent agreement with the simulation
data and we show here the results for four selected residues
which have been chosen according to their exposure to sol-
vent (see Fig. 1). Residues Ala 9 and Val 29 are buried in
α-helices, whereas Thr 47 and Gly 104 are located in loop re-
gions. Figure 2 shows the superposition of the simulated nor-
malized PACFs (dots) with the fits of ψ(t/τ ; α, β) (solid lines)
in form of a log-log plot. The fit parameters are given in the
plot. A coherent view of the results is obtained by correlating
the mean relaxation rate,

λ = (1 + α)τ−1, (20)

of all Cα-atoms and its spread,

σλ = (λ2 − λ
2
)1/2 = β−1/2τ−1, (21)

FIG. 2. Log-log plot of the simulated position autocorrelation functions for
the Cα-atoms of the residues shown in Figure 1 (dots) and fits of model (13)
(solid lines). For the simulated PACFs the smallest positive time argument is
t = 0.05 ps.

FIG. 3. Upper panel: Solvent accessible surface for the Cα-atoms in
lysozyme. Middle panel: Mean relaxation rate λ (blue line) and correspond-
ing standard deviation σλ (green line). Lower panel: Mean square position
fluctuation 〈u2〉 (blue line) and short time diffusion coefficient Ds (green
line). The additional graphics on top of the figure locates the secondary struc-
ture elements. Black rectangles indicate α-helices, grey rectangles short heli-
coidal motifs, and arrows beta sheets.

with the solvent-accessible surface of the respective residue.
Here, the total solvent-accessible surface of all atoms is con-
sidered. The fitted quantities λ and σλ for our model are, re-
spectively, given in the upper and middle panels of Fig. 3,
combining λ (blue line) and σλ (green line) in the middle
panel. On top of the figure we indicate the location of sec-
ondary structure elements and the vertical lines locate the four
selected residues displayed in Fig. 1. The results show that
the PACFs of Cα-atoms in solvent-exposed loop regions re-
lax one or two orders of magnitude more slowly than those
buried in helices, and the spread of the relaxation rates fol-
lows exactly the same trend, which is not trivial since the
mean relaxation and its spread are not described by the same
parameters. The backbone relaxation dynamics in secondary
structure elements is thus faster than the one in the more
floppy, solvent-exposed loop regions, and has a much stronger
non-exponential character. In this context, it is interesting to
look at the static position fluctuations of the Cα-atoms and at
the corresponding short-time diffusion coefficients, which de-
pend on both the amplitudes of the atomic motions and on the
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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We present a model for the local diffusion-relaxation dynamics of the Cα-atoms in proteins describ-
ing both the diffusive short-time dynamics and the asymptotic long-time relaxation of the position
autocorrelation functions. The relaxation rate spectra of the latter are represented by shifted gamma
distributions, where the standard gamma distribution describes anomalous slow relaxation in macro-
molecular systems of infinite size and the shift accounts for a smallest local relaxation rate in macro-
molecules of finite size. The resulting autocorrelation functions are analytic for any time t ≥ 0. Using
results from a molecular dynamics simulation of lysozyme, we demonstrate that the model fits the
position autocorrelation functions of the Cα-atoms exceptionally well and reveals moreover a strong
correlation between the residue’s solvent-accessible surface and the fitted model parameters. © 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4718380]

Over the recent years, the multi-scale aspect of the in-
ternal dynamics of proteins and macromolecular systems in
general has attracted considerable interest on both the ex-
perimental and theoretical sides.1–9 A characteristic feature
of time correlation functions (TCFs) related to internal diffu-
sive motions is their strongly non-exponential decay. A clas-
sical empirical model is the stretched exponential function,
c(t) = c(0) exp (− [t/τ ]β) (0 < β ≤ 1), which has been used
to model, for example, the kinetics of protein folding.10 The
description of internal protein dynamics through a fractional
Ornstein-Uhlenbeck (fOU) process11–13 leads to the stretched
Mittag-Leffler (ML) function, c(t) = c(0)Eβ(− [t/τ ]β) (0 < β

≤ 1), which has proven to be a good model for the TCF
of position and distance fluctuations in proteins.3, 4, 14, 15 The
ML function is an entire function in the complex plane,16, 17

Eβ(z) =
∑∞

n=0 zn/$(1 + βn), and includes the exponential
function as a special case, E1(z) = exp (z). Since the mod-
els cited above capture the essential features of the measured
correlation functions by a few parameters, they have undoubt-
edly their merits as simple models for an ad hoc interpretation
of experimental data. They have, however, also the unpleas-
ant feature of becoming unphysical for short times. Due to
the “stretched” argument ∝tβ the time derivatives c(n)(0+) do
not exist if 0 < β < 1, although they should exist whenever
the time evolution of the dynamical system under consider-
ation is described by equations of motion.18–20 Consider, for
example, the diffusive motion of an atom in a dense molecular
system in thermal equilibrium. Here, the dynamical variable
is the deviation of the atom with respect to its mean position,
u = x − 〈x〉, and the relevant TCF is its position autocor-
relation function (PACF), c(t) = 〈u · exp(Lt)u〉. The symbol
〈. . . 〉 denotes an equilibrium ensemble average and L is the

a)Electronic mail: gerald.kneller@cnrs-orleans.fr.

time evolution operator for the whole system. It follows from
the construction of the PACFs that c(n)(0+) = 〈u · Lnu〉 are
well-defined ensemble averages which should exist. For non-
Hamiltonian diffusive dynamics, where L is a many-particle
Smoluchowski operator,21, 22

Ds = 1
2

d〈[u(t) − u(0)]2〉
dt

∣∣∣∣
t=0

= −c(1)(0+), (1)

defines in particular the short-time diffusion coefficient.
In this paper, we develop a realistic minimal model for

the backbone dynamics of proteins which leads to regular
PACFs for the Cα-atoms describing both the diffusive short-
time dynamics and the relaxation for long times. We assume
that u(t) is described by a stationary stochastic process and
write its autocorrelation function in the form

c(t) = 〈u2〉ψ(t/τ ), (2)

where ψ(.) is the normalized PACF for a dimensionless time
argument, with ψ(0) = 1, and τ > 0 sets the time scale. For
convenience we set τ = 1 in the following. To express the
multi-scale character of protein dynamics we write the PACFs
as a superposition of exponential functions,

ψ(t) =
∫ ∞

0
dλ p(λ) exp(−λt), (3)

where the relaxation rate spectrum p(λ) satisfies the normal-
ization condition

∫ ∞
0 dλ p(λ) = 1, as well as p(λ) ≥ 0. The

moments of the relaxation rate spectrum are given by

λk =
∫ ∞

0
dλ λkp(λ) = (−1)kψ (k)(0), (4)

and their existence depends on the behavior of p(λ) for λ

→ ∞. For λk to exist the relaxation rate spectrum must decay
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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at least as fast as p(λ) ∼ λ−(k + 1 + ε), with ε > 0. In this con-
text it is worthwhile noting that the relaxation rate spectrum
corresponding to the stretched Mittag-Leffler function, ψ(t)
= Eβ(− tβ), which describes the PACF of the fOU process1, 14

behaves for large λ as pfOU(λ) ∼ λ−(β+1). For this reason none
of moments λk with k > 0 exist and ψ(t) is non-analytic at
t = 0.

To construct a model for p(λ), we make the following
assumptions:
(a) For a protein of finite size, the PACF of each Cα-atom is

characterized by a smallest relaxation rate, ηmin. In ther-
mal equilibrium, a protein performs fluctuations about its
equilibrium structure, and to a first approximation pro-
tein dynamics can be described by diffusion in an effec-
tive multidimensional harmonic potential energy.23, 24 If
ωmin is the smallest normal frequency for this harmonic
potential, then ηmin = γ −1ω2

min is the minimal relaxation
rate for the PACF of a given Cα-atom, where γ > 0 is a
positive friction constant which is essentially determined
by the atomic density of the nearest neighbors. With in-
creasing system size ωmin and thus ηmin tend to zero.

(b) In the limit of infinite protein size, the PACF of each
Cα-atom exhibits anomalous relaxation,

ψ(t)
t→∞∼ t−β 0 < β < 1, (5)

which is characteristic for relaxation processes in large
scale polymeric networks.2 Due to the slow decay of
the PACFs, the corresponding average relaxation times,
τ exp =

∫ ∞
0 dt ψ(t), diverge.

(c) The PACFs should be analytical in t = 0, i.e., they should
representable by a Taylor series in this point. Since ψ(t)
is the moment generating function for p(λ), all moments
λk must exist.

In order to fulfill the above requirements, the relaxation
rate spectrum must have the general form

p(λ; α,β) = θ (λ − α)p(λ − α; β), (6)

where θ (.) is the Heaviside unit step function, α is a di-
mensionless minimal relaxation rate (α = ηminτ ), and p(λ; β)
must be constructed such that ψ(t) has the asymptotic form
(5) if α = 0. For this purpose, one can rely on the fact that the
Laplace transform of ψ(t) is the Stieltjes transform of p(λ),

ψ̂(s) =
∫ ∞

0
dµ

p(µ)
s + µ

, (7)

p(λ) = 1
π

lim
ε→0

%{ψ̂(−λ − iε)}, (8)

where ψ̂(s) =
∫ ∞

0 dt exp(−st)ψ(t) (R{s} > 0), and on a
Tauberian theorem,25, 26 according to which

ψ̂(s)
s→0∼ ,(1 − β)

s1−β
(9)

follows from relation (5) and vice versa. Combining relations
(8) and (9), one can conclude that p(λ; β) must have the gen-
eral form

p(λ; β) = f (λ)
sin(πβ)

π

,(1 − β)
λ1−β

(0 < β < 1), (10)

where f(λ) is a yet undetermined function fulfilling
limλ → 0f(λ) = C. The constant C must be chosen such
that

∫ ∞
0 p(λ; β) = 1. We note that limβ → 1sin (πβ),(1 − β)

= π . Relation (10) is a necessary and sufficient condition for a
slowly decaying PACF with the asymptotic form (5). To con-
struct p(λ) such that the existence of all moments λk and thus
the analyticity of ψ(t) in t = 0 is guaranteed we set

f (λ) = C exp(−βλ). (11)

The properly normalized relaxation rate spectrum then reads

p(λ; β) = λβ−1ββ exp(−βλ)
,(β)

, (12)

and ψ(t) is given by

ψ(t ; α,β) = exp(−αt)
(1 + t/β)β

. (13)

The corresponding cumulants, which are defined through

c
(k)
α,β = (−1)k

dk

dtk
ln(ψ(t ; α,β))

∣∣∣∣
t=0+

(14)

have the particularly simple form

c
(1)
α,β =1 + α, (15)

c
(k)
α,β = (k − 1)!

βk−1
, (k = 2, 3, . . .). (16)

From the form of ψ(t; α, β) and its cumulants, one derives the
consistent limits

lim
β→∞

ψ(t ; α,β) = exp(−[1 + α]t), (17)

lim
β→∞

p(λ; α,β) = δ(λ − [1 + α]), (18)

and we note in this context that ψ(t; 0, 1/(1 − q)) is the “Tsal-
lis q-exponential” which is considered in non-extensive sta-
tistical mechanics.27–29

To test our model, we performed a molecular dynam-
ics simulation of a lysozyme molecule in water for a subse-
quent analysis of the Cα PACFs with our model. The sim-
ulated system was set up by starting with the initial structure
193L of the Protein Data Bank (PDB).30 A total of 6775 water
molecules were added, resulting in a system of 22 295 atoms.
The simulations were performed using the NAMD program31

with the all-atom force field AMBER99SB (Ref. 32) and with
periodic boundary conditions. Electrostatic interactions were
computed using the particle mesh Ewald method.33 The inte-
gration time step was set to 1 fs and coordinates were saved
every 50 fs for further analysis. After a preliminary minimiza-
tion of the PDB structure, the system was first equilibrated at
constant temperature (298 K) and constant pressure (1 bar)
using a Langevin thermostat34 coupled with a Nose-Hoover
barostat.35 The equilibrated system was used for a production
run of 10 ns from which the PACFs of the Cα-atoms were
calculated. The normalized PACFs were fitted according to

c(t)
c(0)

≈ ψ(t/τ ; α,β). (19)
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We present a model for the local diffusion-relaxation dynamics of the Cα-atoms in proteins describ-
ing both the diffusive short-time dynamics and the asymptotic long-time relaxation of the position
autocorrelation functions. The relaxation rate spectra of the latter are represented by shifted gamma
distributions, where the standard gamma distribution describes anomalous slow relaxation in macro-
molecular systems of infinite size and the shift accounts for a smallest local relaxation rate in macro-
molecules of finite size. The resulting autocorrelation functions are analytic for any time t ≥ 0. Using
results from a molecular dynamics simulation of lysozyme, we demonstrate that the model fits the
position autocorrelation functions of the Cα-atoms exceptionally well and reveals moreover a strong
correlation between the residue’s solvent-accessible surface and the fitted model parameters. © 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4718380]

Over the recent years, the multi-scale aspect of the in-
ternal dynamics of proteins and macromolecular systems in
general has attracted considerable interest on both the ex-
perimental and theoretical sides.1–9 A characteristic feature
of time correlation functions (TCFs) related to internal diffu-
sive motions is their strongly non-exponential decay. A clas-
sical empirical model is the stretched exponential function,
c(t) = c(0) exp (− [t/τ ]β) (0 < β ≤ 1), which has been used
to model, for example, the kinetics of protein folding.10 The
description of internal protein dynamics through a fractional
Ornstein-Uhlenbeck (fOU) process11–13 leads to the stretched
Mittag-Leffler (ML) function, c(t) = c(0)Eβ(− [t/τ ]β) (0 < β

≤ 1), which has proven to be a good model for the TCF
of position and distance fluctuations in proteins.3, 4, 14, 15 The
ML function is an entire function in the complex plane,16, 17

Eβ(z) =
∑∞

n=0 zn/$(1 + βn), and includes the exponential
function as a special case, E1(z) = exp (z). Since the mod-
els cited above capture the essential features of the measured
correlation functions by a few parameters, they have undoubt-
edly their merits as simple models for an ad hoc interpretation
of experimental data. They have, however, also the unpleas-
ant feature of becoming unphysical for short times. Due to
the “stretched” argument ∝tβ the time derivatives c(n)(0+) do
not exist if 0 < β < 1, although they should exist whenever
the time evolution of the dynamical system under consider-
ation is described by equations of motion.18–20 Consider, for
example, the diffusive motion of an atom in a dense molecular
system in thermal equilibrium. Here, the dynamical variable
is the deviation of the atom with respect to its mean position,
u = x − 〈x〉, and the relevant TCF is its position autocor-
relation function (PACF), c(t) = 〈u · exp(Lt)u〉. The symbol
〈. . . 〉 denotes an equilibrium ensemble average and L is the

a)Electronic mail: gerald.kneller@cnrs-orleans.fr.

time evolution operator for the whole system. It follows from
the construction of the PACFs that c(n)(0+) = 〈u · Lnu〉 are
well-defined ensemble averages which should exist. For non-
Hamiltonian diffusive dynamics, where L is a many-particle
Smoluchowski operator,21, 22

Ds = 1
2

d〈[u(t) − u(0)]2〉
dt

∣∣∣∣
t=0

= −c(1)(0+), (1)

defines in particular the short-time diffusion coefficient.
In this paper, we develop a realistic minimal model for

the backbone dynamics of proteins which leads to regular
PACFs for the Cα-atoms describing both the diffusive short-
time dynamics and the relaxation for long times. We assume
that u(t) is described by a stationary stochastic process and
write its autocorrelation function in the form

c(t) = 〈u2〉ψ(t/τ ), (2)

where ψ(.) is the normalized PACF for a dimensionless time
argument, with ψ(0) = 1, and τ > 0 sets the time scale. For
convenience we set τ = 1 in the following. To express the
multi-scale character of protein dynamics we write the PACFs
as a superposition of exponential functions,

ψ(t) =
∫ ∞

0
dλ p(λ) exp(−λt), (3)

where the relaxation rate spectrum p(λ) satisfies the normal-
ization condition

∫ ∞
0 dλ p(λ) = 1, as well as p(λ) ≥ 0. The

moments of the relaxation rate spectrum are given by

λk =
∫ ∞

0
dλ λkp(λ) = (−1)kψ (k)(0), (4)

and their existence depends on the behavior of p(λ) for λ

→ ∞. For λk to exist the relaxation rate spectrum must decay

0021-9606/2012/136(19)/191101/4/$30.00 © 2012 American Institute of Physics136, 191101-1
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FIG. 1. Four selected residues in the lysozyme molecule.

All fits show an excellent agreement with the simulation
data and we show here the results for four selected residues
which have been chosen according to their exposure to sol-
vent (see Fig. 1). Residues Ala 9 and Val 29 are buried in
α-helices, whereas Thr 47 and Gly 104 are located in loop re-
gions. Figure 2 shows the superposition of the simulated nor-
malized PACFs (dots) with the fits of ψ(t/τ ; α, β) (solid lines)
in form of a log-log plot. The fit parameters are given in the
plot. A coherent view of the results is obtained by correlating
the mean relaxation rate,

λ = (1 + α)τ−1, (20)

of all Cα-atoms and its spread,

σλ = (λ2 − λ
2
)1/2 = β−1/2τ−1, (21)

FIG. 2. Log-log plot of the simulated position autocorrelation functions for
the Cα-atoms of the residues shown in Figure 1 (dots) and fits of model (13)
(solid lines). For the simulated PACFs the smallest positive time argument is
t = 0.05 ps.

FIG. 3. Upper panel: Solvent accessible surface for the Cα-atoms in
lysozyme. Middle panel: Mean relaxation rate λ (blue line) and correspond-
ing standard deviation σλ (green line). Lower panel: Mean square position
fluctuation 〈u2〉 (blue line) and short time diffusion coefficient Ds (green
line). The additional graphics on top of the figure locates the secondary struc-
ture elements. Black rectangles indicate α-helices, grey rectangles short heli-
coidal motifs, and arrows beta sheets.

with the solvent-accessible surface of the respective residue.
Here, the total solvent-accessible surface of all atoms is con-
sidered. The fitted quantities λ and σλ for our model are, re-
spectively, given in the upper and middle panels of Fig. 3,
combining λ (blue line) and σλ (green line) in the middle
panel. On top of the figure we indicate the location of sec-
ondary structure elements and the vertical lines locate the four
selected residues displayed in Fig. 1. The results show that
the PACFs of Cα-atoms in solvent-exposed loop regions re-
lax one or two orders of magnitude more slowly than those
buried in helices, and the spread of the relaxation rates fol-
lows exactly the same trend, which is not trivial since the
mean relaxation and its spread are not described by the same
parameters. The backbone relaxation dynamics in secondary
structure elements is thus faster than the one in the more
floppy, solvent-exposed loop regions, and has a much stronger
non-exponential character. In this context, it is interesting to
look at the static position fluctuations of the Cα-atoms and at
the corresponding short-time diffusion coefficients, which de-
pend on both the amplitudes of the atomic motions and on the
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Conclusions

• Molecular simulation plays a crucial role the development of 
models for the dynamics of biomolecular systems (validation 
versus experiment and theory).

• (Anomalous) diffusion in membranes and proteins must be 
understood as an asymptotic behavior. 

• Dynamical Models should be physical on all time scales. 
Fractional Brownian dynamics is an asymptotic model and 
becomes unphysical for short times.

☛ Test coarse-graining methods (Martini force field etc.) for their 
capapibility to reproduce the correct dynamical behavior of the 
simulated systems.
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