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instead, only water molecules with different amounts of 
excitation energy. These may follow any of three paths: 

(a) The excitation energy is lost without dissociation 
into radicals (by collision, or possibly radiation, as in 
aromatic hydrocarbons). 

(b) The molecules dissociate, but the resulting radi-
cals recombine without escaping from the liquid cage. 

(c) The molecules dissociate and escape from the 
cage. In this case we would not expect them to move 
more than a few molecular diameters through the dense 
medium before being thermalized. 

In accordance with the notation introduced by 
Burton, Magee, and Samuel,22 the molecules following 

22 Burton, Magee, and Samuel, J. Chern. Phys. 20, 760 (1952). 
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paths (a) and (b) can be designated H 20* and those 
following path (c) can be designated H 20t. It seems 
reasonable to assume for the purpose of these calcula-
tions that the ionized H 20 molecules will become the 
H 20t molecules, but this is not likely to be a complete 
correspondence. 

In conclusion we would like to emphasize that the 
qualitative result of this section is not critically de-
pendent on the exact values of the physical parameters 
used. However, this treatment is classical, and a correct 
treatment must be wave mechanical; therefore the 
result of this section cannot be taken as an a priori 
theoretical prediction. The success of the radical diffu-
sion model given above lends some plausibility to the 
occurrence of electron capture as described by this 
crude calculation. Further work is clearly needed. 
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modified Monte Carlo integration over configuration space. Results for the two-dimensional rigid-sphere 
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to the free volume equation of state and to a four-term virial coefficient expansion. 

I. INTRODUCTION 

T HE purpose of this paper is to describe a general 
method, suitable for fast electronic computing 

machines, of calculating the properties of any substance 
which may be considered as composed of interacting 
individual molecules. Classical statistics is assumed, 
only two-body forces are considered, and the potential 
field of a molecule is assumed spherically symmetric. 
These are the usual assumptions made in theories of 
liquids. Subject to the above assumptions, the method 
is not restricted to any range of temperature or density. 
This paper will also present results of a preliminary two-
dimensional calculation for the rigid-sphere system. 
Work on the two-dimensional case with a Lennard-
Jones potential is in progress and will be reported in a 
later paper. Also, the problem in three dimensions is 
being investigated. 

* Now at the Radiation Laboratory of the University of Cali-
fornia, Livermore, California. 

II. THE GENERAL METHOD FOR AN ARBITRARY 
POTENTIAL BETWEEN THE PARTICLES 

In order to reduce the problem to a feasible size for 
numerical work, we can, of course, consider only a finite 
number of particles. This number N may be as high as 
several hundred. Our system consists of a squaret con-
taining N particles. In order to minimize the surface 
effects we suppose the complete substance to be periodic, 
consisting of many such squares, each square contain-
ing N particles in the same configuration. Thus we 
define dAB, the minimum distance between particles A 
and B, as the shortest distance between A and any of 
the particles B, of which there is one in each of the 
squares which comprise the complete substance. If we 
have a potential which falls off rapidly with distance, 
there will be at most one of the distances AB which 
can make a substantial contribution; hence we need 
consider only the minimum distance dAB. 

t We will use two-dimensional nomenclature here since it 
is easier to visualize. The extension to three dimensions is obvious. 
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Our method in this respect is similar to the cell 
method except that our cells contain several hundred 
particles instead of one. One would think that such a 
sample would be quite adequate for describing any one-
phase system. We do find, however, that in two-phase 
systems the surface between the phases makes quite a 
perturbation. Also, statistical fluctuations may be 
sizable. 

If we know the positions of the N particles in the 
square, we can easily calculate, for example, the poten-
tial energy of the system, 

N N 
E=! L L V(dii)· 

;=lj=1 
(1) 

(Here V is the potential between molecules, and dij is 
the minimum distance between particles i and j as 
defined above.) 

In order to calculate the properties of our system we 
use the canonical ensemble. So, to calculate the equi-
librium value of any quantity of interest F, 

F=[f FexP(-E/kT)d2NPd2Nq]/ 

[f eXP(-E/kT)d2NPd2Nq} (2) 

where (d2 npd2nq) is a volume element in the 4N-dimen-
sional phase space. Moreover, since forces between 
particles are velocity-independent, the momentum in-
tegrals may be separated off, and we need perform only 
the integration over the 2N-dimensional configuration 
space. It is evidently impractical to carry out a several 
hundred-dimensional integral by the usual numerical 
methods, so we resort to the Monte Carlo method.t 
The Monte Carlo method for many-dimensional in-
tegrals consists simply of integrating over a random 
sampling of points instead of over a regular array of 
points. 

Thus the most naive method of carrying out the 
integration would be to put each of the N particles at a 
random position in the square (this defines a random 
point in the 2N-dimensional configuration space), then 
calculate the energy of the system according to Eq. (1), 
and give this configuration a weight exp(-E/kT). 
This method, however, is not practical for close-packed 
configurations, since with high probability we choose a 
configura tion where exp ( - E/ kT) is very small; hence 
a configuration of very low weight. So the method we 
employ is actually a modified Monte Carlo scheme, 
where, instead of choosing configurations randomly, 
then weighting them with exp ( - E/ kT), we choose 

t This method has been proposed independently by J. E. Mayer 
and by S. Ulam. Mayer suggested the method as a tool to deal 
with the problem of the liquid state, while Ulam proposed it as a 
procedure of general usefulness. B. Alder, J. Ki"kwood, S. Frankel, 
and V. Lewinson discussed an application very similar to ours. 

configurations with a probability exp ( - E/ kT) and 
weight them evenly. 

This we do as follows: We place the N particles in any 
configuration, for example, in a regular lattice. Then 
we move each of the particles in succession according 
to the following prescription: 

(3) 

where a is the maximum allowed displacement, which 
for the sake of this argument is arbitrary, and h and 
are random numbers§ between (-1) and 1. Then, after 
we move a particle, it is equally likely to be anywhere 
within a square of side 2a centered about its original 
position. (In accord with the periodicity assumption, 
if the indicated move would put the particle outside the 
square, this only means that it re-enters the square from 
the opposite side.) 

We then calculate the change in energy of the system 
b.E, which is caused by the move. If b.E<O, i.e., if 
the move would bring the system to a state of lower 
energy, we allow the move and put the particle in its 
new position. If b.E>O, we allow the move with 
probability exp( - b.E/kT); i.e., we take a random 
number between 0 and 1, and if < exp ( - b.E/ kT), 
we move the particle to its new position. If 
> exp( - b.E/kT) , we return it to its old position. 
Then, whether the move has been allowed or not, i.e., 
whether we are in a different configuration or in the 
original configuration, we consider that we are in a new 
configuration for the purpose of taking our averages. So 

M 

F= (l/M) L Fh (4) 
i=1 

where F i is the value of the property F of the system 
after the jth move is carried out according to the com-
plete prescription above. Having attempted to move a 
particle we proceed similarly with the next one. 

We now prove that the method outlined above does 
choose configurations with a probability exp(-E/kT). 
Since a particle is allowed to move to any point within 
a square of side 2a with a finite probability, it is clear 
that a large enough number of moves will enable it to 
reach any point in the complete square.11 Since this is 
true of all particles, we may reach any point in con-
figuration space. Hence, the method is ergodic. 

Next consider a very large ensemble of systems. Sup-
pose for simplicity that there are only a finite number of 

of the system, and that IIr is the number of 

§ It might be mentioned that the random numbers that we 
used were generated by the middle square process. That is, if 
is an m digit random number, then a new random number en+! 
is as the middle m digits of the complete 2m digit square of 

II In practice it is, of course, not necessary to make enough 
moves to allow a particle to diffuse evenly throughout the system 
since configuration space is symmetric with respect to interchange 
of particles. 

'\I A state here means a given point in configuration space. 
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defined above.) 

In order to calculate the properties of our system we 
use the canonical ensemble. So, to calculate the equi-
librium value of any quantity of interest F, 
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where (d2 npd2nq) is a volume element in the 4N-dimen-
sional phase space. Moreover, since forces between 
particles are velocity-independent, the momentum in-
tegrals may be separated off, and we need perform only 
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space. It is evidently impractical to carry out a several 
hundred-dimensional integral by the usual numerical 
methods, so we resort to the Monte Carlo method.t 
The Monte Carlo method for many-dimensional in-
tegrals consists simply of integrating over a random 
sampling of points instead of over a regular array of 
points. 

Thus the most naive method of carrying out the 
integration would be to put each of the N particles at a 
random position in the square (this defines a random 
point in the 2N-dimensional configuration space), then 
calculate the energy of the system according to Eq. (1), 
and give this configuration a weight exp(-E/kT). 
This method, however, is not practical for close-packed 
configurations, since with high probability we choose a 
configura tion where exp ( - E/ kT) is very small; hence 
a configuration of very low weight. So the method we 
employ is actually a modified Monte Carlo scheme, 
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then weighting them with exp ( - E/ kT), we choose 
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FIG. 2. Initial trigonal lattice. 

rii=do and LiFii is given by Eq. (8), so we have 

Substitution of (9) into (7) and replacement of 
(N /2)mfP by E kin gives finally 

PA = E kin (1+7l'db1/2) =NkT(I+7l'do2ii/2). (10) 

This equation shows that a determination of the one 
quantity ii, according to Eq. (4) as a function of A, 
the area, is sufficient to determine the equation of 
state for the rigid spheres. 

B.The Actual Calculation of n 
We set up the calculation on a system composed of 

N = 224 particles (i= 0, 1· .. 223) placed inside a square 
of unit side and unit area. The particles were arranged 
initially in a trigonal lattice of fourteen particles per 
row by sixteen particles per column, alternate rows 
being displaced relative to each other as shown in Fig. 2. 
This arrangement gives each particle six nearest neigh-
bors at approximately equal distances of d= 1/14 
from it. 

Instead of performing the calculation for various 
areas A and for a fixed distance do, we shall solve the 
equivalent problem of leaving A = 1 fixed and changing 
do. We denote by A 0 the area the particles occupy in 
close-packed arrangement (see Fig. 3). For numerical 
convenience we defined an auxiliary parameter P, which 
we varied from zero to seven, and in terms of which the 
ratio (A/ Ao) and the forbidden distance do are defined 
as follows: 

do= d(l- 2.-8), d= (1/14), (lla) 

(A/ Ao)= 1/ (3 idoW /2)= 1/0.98974329(1- 2v-8)2. (llb) 

FIG. 3. The close-packed arrangement for determining Ao. 

The unit cell is a parallelogram with interior angle 60°, 
side do, and altitude 3tdo/2 in the close-packed system. 

Every configuration reached by proceeding according 
to the method of the preceding section was analyzed in 
terms of a radial distribution function N(r2). We chose 
a K> 1 for each P and divided the area between 7l'd02 

and K27l'do2 into sixty-four zones of equal area 

We then had the machine calculate for each configura-
tion the number of pairs of particles N m (m= 1, 2, .. ·64) 
separated by distances r which satisfy 

(12) 

The N m were averaged over successive configurations 
according to Eq. (4), and after every sixteen cycles (a 
cycle consists of moving every particle once) were extra-
polated back to r2=do2 to obtain Nt. This Nt differs 
from ii in Eq. (10) by a constant factor depending on 
li and K. 

The quantity K was chosen for each p to give reason-
able statistics for the N m. It would, of course, have been 
possible by choosing fairly large K's, with perhaps a 
larger number of zones, to obtain N (r2) at large dis-
tances. The oscillatory behavior of N (r2) at large dis-
tances is of some interest. However, the time per cycle 
goes up fairly rapidly with K and with the number of 
zones in the distance analysis. For this reason only the 
behavior of N(r2) in the neighborhood of d0

2 was in-
vestigated. 

The maximum displacement a of Eq. (3) was set to 
(d-do). About half the moves in a cycle were forbidden 
by this choice, and the initial approach to equilibrium 
from the regular lattice was fairly rapid. 
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FIG. 4. A plot of (PA/NkT)-1 versus (A/Ao)-1. Curve A 
(solid line) gives the results of this paper. Curves Band C (dashed 
and dot-dashed lines) give the results of the free volume theory 
and of the first four virial coefficients, respectively. 

IV. NUMERICAL RESULTS FOR RIGID SPHERES 
IN TWO DIMENSIONS 

We first ran for something less than sixteen cycles in 
order to get rid of the effects of the initial regular con-
figuration on the averages. Then about forty-eight to 
sixty-four cycles were run at 

1'= 2, 4, 5, 5.5, 6, 6.25, 6.5, and 7. 

Also, a smaller amount of data was obtained at 1'=0, 1, 
and 3. The time per cycle on the Los Alamos MANIAC 
is approximately three minutes, and a given point on the 
pressure curve was obtained in four to five hours of 
running. Figure 4 shows (P A / N kT) - 1 versus (A / A 0) - 1 
on a log-log scale from our results (curve A), compared 
to the free volume equation of Woodl (curve B) and to 
the curve given by the first four virial coefficients 
(curve C). The last two virial coefficients were obtained 
by straightforward Monte Carlo integration on the 
MANIAC (see Sec. V). It is seen that the agreement 
between curves A and B at small areas and between 
curves A and C at large areas is good. Deviation from 
the free volume theory begins with a fairly sudden break 
at 

A sample plot of the radial distribution function for 
1'= 5 is given in Fig. 5. The various types of points repre-
sent values after sixteen, thirty-two, and forty-eight 
cycles. For 1'= 5, least-square fits with a straight line 
to the first sixteen N m values were made, giving extra-
polated values of N!(l)=6367, N!(2) = 6160, and NI(3) 
=6377, The average of these three was used in con-
structing PAl NkT. In general, least-square fits of the 
first sixteen to twenty N m'S by means of a parabola, or, 
where it seemed suitable, a straight line, were made. 

1 William W. Wood, J. Chern. Phys. 20, 1334 (1952). 
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FIG. 5. The radial distribution function N .. for p=5, (A/Ao) 
= 1.31966, K = 1.5. The average of the extrapolated values of 
Nt-in NI=6301. The resultant value of (PA/NkT)-1 is 
64NI/N'(K2-1) or 6.43. Values after 16 cycles, .; after 32, X; 
and after 48, O. 

The errors indicated in Fig. 4 are the root-mean-square 
deviations for the three or four Nt values. Our average 
error seemed to be about 3 percent. 

Table I gives the results of our calculations in numeri-
cal form. The columns are v, A/Ao, (PA/NkT)-l, and, 
for comparison purposes, (P A / N kT - 1) for the free 
volume theory and for the first four coefficients in the 
virial coefficient expansion, in that order, and finally 
PAo/NkT from our results. 

V. THE VIRIAL COEFFICIENT EXPANSION 
One can show2 that 

(PA/NkT)-1 =Cl(Ao/ A)+C2(A o/ A)2 
+C3(Ao/ A)3+C4 (Ao/ A)4+0(Ao/ A)·, 

C1=1I'/3!, C2=411'2A a.3/9, 

C3=1I'3(6A 4, .-3A4, 4- A 4, 6)/3', 

C4= (811'3/135) -e12A 6, 6-60A 6, 6' -10A 6, 6" 

+ 30A 5,7' + 60A 5, 7" + lOA 6.7'" - 30A 6, s' 
-15A 6,S" + lOA 6, 9- A 6,10]. (13) 

1:ABLE I. Results of this calculation for (PA/NkT)-I=Xl 
compared to the free volume theory (X2) and the four-term virial 
expansion (X.). Also (PAo/NkT) from our calculations. 

(A/A.) XI X, X, (PA./NkT) 

2 1.04269 49.17 47.35 9.77 48.11 
4 1.14957 13.95 13.85 7.55 13.01 
5 1.31966 6.43 6.72 5.35 5.63 
'5.5 1.4909 4.41 4.53 4.02 3.63 
I) 1.7962 2.929 2.939 2.680 2.187 
6.25 2.04616 2.186 2.323 2.065 1.557 
6.5 2.41751 1.486 1.802 1.514 1.028 
7 4.04145 0.6766 0.990 0.667 0.4149 

2 J. E. Mayer and M. G. Mayer, Statistical Mechanics (John 
Wiley and Sons, Inc., New York, 1940), pp. 277-291. 
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Equation of state determined by the numerical MC experiment

pV = NkBT + corrections
<latexit sha1_base64="MurO1lFDrFBQKnOKqDbz2qduCS4=">AAAFgnicpVTNbtNAEJ6GGkr5aQpHOKxIkRCgyE4PoApQBRzggorUpJXqNrKdbWrF9lrrdWll+cRL8C5IXOHGmTeAR0BcmBk7VUJFWoEte2e/ne+bn12tn0ZhZmz721zjwrx18dLC5cUrV69dX2ou3+hlKteB7AYqUnrb9zIZhYnsmtBEcjvV0ov9SG75oxe0vnUodRaqZNMcp3I39oZJuB8GnkGo3+ykPfFUvBGj/nOxKVwWLLQclIW79sBdE66RR6YIlNYyIEZWlv1my27b/IjThlMbrXXn18f3Xx/+3FDLjdvgwgAUBJBDDBISMGhH4EGG7w44YEOK2C4UiGm0Ql6XUMIicnP0kujhITrC/xBnOzWa4Jw0M2YHGCXCTyNTwF3kKPTTaFM0wes5KxP6N+2CNSm3Yxz9WitG1MABomfxxp7n59E8Yr8QK1Jn1G1gHx5zveSdMkKdCOqIOetQlWKiAwYVUsTIHuC6Rjtg5nhPBHMy7hPtg8fr39mTUJoHtW8OP2ZWNLkT5JUg+o7RmDuSYA4F4jGu0wmgamjuY20CWoiUXM0s7nCK7fJeKTiqdSj+4KT7At8V1l05h/JLzKKqn/Q7dXYl7OFf4NjH0cbR5bqrE0s7SHiV+x5bHY41K9Lrc0caVxJwpAKZ5T/Eq1Smu1bpUueLk87P0jisT87/qSjs3aTCASuISTbeNc6fN8tpo9dpO6vtzlu8dJ5B9SzALbgD91DnEazDK9iALmbwAT7BZ/hizVv3LcdarVwbczXnJkw91pPf7d4gkQ==</latexit>

(V = 2D volume)



• Solve Newton’s equation of motion

• Discretization and iterative solution itérative yields 
trajectories = time series (< 100 ns)

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

v i(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

v i(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??
Forces: Fi = −

∂U

∂ri

∼ 3.6 nm

Test for a simple liquid

• Simulation of N = 864 argon molecules in the
liquid state at a temperature of 94.4 K and a
pressure of 1 atm.

• Lennard-Jones potential:

U =
∑

ij

4ϵ

([
σ

rij

]12

−
[

σ

rij

]6
)

.

• Trajectory of 100 ps (10000 time steps of 10 fs)
generated with MMTK (K. Hinsen).

• Simulation in the thermodynamicNpT ensemble.

MPI Mainz, July 2004 – p.13/??
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The equation of motion of a system of 864 particles interacting through a Lennard-Jones potential has
been integrated for various values of the temperature and density, relative, generally, to a Quid state. The
equilibrium properties have been calculated and are shoran to agree very vreH vrith the corresponding
properties of argon. It is concluded that, to a good approximation, the equilibrium state of argon can be
described thlough a t&o-twdy potential.

I. INTRODUCTION
~ 'HK "exact" machine computations relative to

clRsslcRl Aulds hRvc ScvcI'Rl RlIDs: It 18 posslblc
to realize "experiments" in which the intermolecular
forces are known; approximative theories can thus be
UnRmblguously tested Rnd soIQc guidelines RI'c provldcd
to build such thcoI'lcs whenever they do not cxlst. Thc
comparison of the results of such computations with
real experiments is the best way to obtain insight into
the interaction between molecules in the high-density
states.
The Monte Carlo method. inifiated by the I.os Alamos

group' is a 6rst example of these "exact" methods. It
amounts to a d,irect computation of the integrals in-
volved ln thc CRnonlcRl RvcI'ages. It Is cRsy to CRrry out&
with thc lncoIlvcIllencc) howcvcl ) of pl"ovldlng no
information on the time properties of the system.
Thc dynamics of Rn lsolRtcd systcIQ CRn Rlso bc

considered and used to calculate time averages and
time-dependent properties. The case of hard. spheres
Rnd hRrd spheres surroUndcd by R Square wcH hRS bccn
extensively studied by AMer et al.' In the case of a two-
body interaction simulating more closely the interaction
between the molccules, it is possible to integrate directly
thc cqURtlon of thc motions of RboUt R thoUsRnd
particles, as brilliantly demonstrated by Rahman. ' The
present paper presents some of the results which have
been obtained, using a technique inspired by Rahman's
work, for R system of 864 particles interacting through
a Lennard- Jones potentiaL
In Sec. II we give some tcchnical details on the

method which we use; in particular, we describe a book-
keeping device that cuts the computing time by a factor
of the order of 10.
In Sec. III we give and, discuss the results obtained

for the pressure, the internal energy, the high-frequency
elastic moduli, and the isotopic separation factor. These
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results, summarized in Table I,are suf6cicntly numerous
to allow a comparison on the whole density range of
thc Auld state Rnd on R wide tcIDpcrature IRngc which
essentially exclud. es the extremely high temperatures.
The ovcr-all agreement is surprisingly good. It appears
that the many-body forces, if they RIc at all important,
behave so Rs to rcRllzc RD elective lntcI'Rcflon which ls
state independent to a good approximation.
The correlation functions are described and, discussed

ln R scpR1 atc pRpcl. Thc formalism ncccssRI'y to cxpI'css
the Quctuations in the microcanonical ensemble was
discussed recently. s It can be applied to calculate the
derkvatnres of the thermodynamtc functions (e.g., the
specific heat and c)P/c)p) in terms of fluctuations
averaged, over time. The results are not very precise
and will only be presented as an illustration of these
theoretical conslderatlons.
The results on the time-dependent properties wiH be

reported later.

%e consider a system of 864 particles, enclosed. in a
cUbc of side L, with periodic boUDdaIy condltlons
interacting through a two-body potential of the
Lennard- Jones type

This potcntlRl ls cut Rt f'1,=2.50' ln Dlost of oui cxpcll-
ments, or, in some of them at r, =3.30. The problem is
to intcgrRtc thc cqURtlon of lnotion

d2r'
rN =Q f(r;;).

jets

Kc choose the following units: The lengths are ex-
pressed. in units of o (a =3.405 A for argon), and the
energies in units of e (a=119.8'K for argon). The
thermodynamic quantities will thus be measured in the

4 L, Verlet (to be published).' J.L. Lebowitz and J.K. Percus, Phys. Rev. 124, 1673 (1961).
6 $. L. Lebovatz, $. K. Percus, and L. Verlet, Phys. Rev. 153,

250 (1967).' A. Michels and H. Vhjker, Physica 1S, 627 (1949).
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COM PUTER ''EXPERIMENTS'' ON CLASSICAL FLUI DS

where h is the time increment which we take equal to
0.032. This is practically the value chosen by Rahman
(i.e., 10 '4 sec in the case of argon). We have checked
that this time increment is adequate and even super-
Quously small in most cases. For instance, for T= 1.38,
p=0.55 (i.e., temperature just above critical, density
almost twice critical), we have performed two integra-
tions up to the time t=4. In one case we have taken
h=0.032, in the other k=0.016, with the same initial
conditions. The di6erence in position at time t is
typically of the order of 0.001 and the difference in the
thermodynamic quantities, at the same final time,
amounts to 1/10 000. In this kind of calculation, most
of the time is spent in computing the force. If no special
devices are introduced, we must, at each step, compute
—,'$(tV—1) terms, most of which turn out to be zero.
We introduce the following bookkeeping device which
cuts the computing time by a factor of the order of 10:
Every nth step, we compute all the -,'X(X—1) distances,
and, given a particle i, we make a table of all the
particles which are within a distance r~ of that particle.
Then, for the next n—1 steps in time, we take into
account only the particles in the tables. There is no
error as long as r~ is sufFiciently larger than r„so that
no particle outside the table traverses the "skin" of
depth r~—r„and gets into the range r„of the potential.
The feasibility of such a procedure can be easily
appreciated by giving some orders of magnitude: I.et 8
be the root-mean-square velocity in our units, it is
typically of the order of 0.3; if this is so, no error is made
as long as

r~—r„&n8h. (5)

If, for instance n=16, n8h=0. 15. By choosing r~——3.3
for r„=2.5, the condition (5) is largely met, and at the
same time the "skin" depth stays reasonably small. We
have checked, by following some systems for several
hundred steps in time, that no difference at all was
observed when n was reduced, . Moreover, the conserva-
tion of the total energy and of the total velocity, which
stays of the order of 10 ~, is a guarantee of the sound-
ness of the whole procedure.

'Some time-saving tricks have been considered before: See
Ref. 2 and, for the hard-sphere case, A. Rotenberg )New York
University Report No. NYO-1480-3, 1964 (unpublished)g.

usual "reduced" units. The time unit is chosen so that
m=48&0. ", it turns out to be, for argon, equal to
3)(10 " sec. This time is of the ord, er of the kinetic
relaxation times of the system in the case considered in
this paper. With this in mind, we have, for the force
acting on particle i in the x direction,

f,(r;,)=m(x,—x,) (r;; "—0.5r;; ) (3)
To integrate (2), we use the very simple algorithm

r, (t+h) =—r;(t—h)+2r;(t)+p f(r,;(t))hs, (4)

With this device, the time spent for an integration
step at the density 0.45 is about 12 sec on the UNIVAC
1107 of the Faculte des Sciences, Orsay, where the first
calculations were made, and ten times less (with careful
machine coding of the time-consuming subroutines) on
the CDC6600 of New York University, where the
greatest part of the results reported here were obtained.
With that machine, a typical "experiment" takes

about 1 h. It goes as follows: The positions are initially
taken, in general, at the nodes of a face-centered, -cubic
lattice which has the desired density, and the velocities
are chosen at random with a Gaussian probability law.
Three hundred, steps in time are sufFicient, in general, to
reach equilibrium. The computation is then carried on
for 1200 steps in time (this corresponds, for argon, to
1.2X10 "sec). The main part of the computation con-
cerns the study of equilibrium quantities (thermo-
dynamic functions: temperature, pressure, internal
energy, specific heat, etc. ; time-ind. ependent correlation
functions) and of nonequilibrium quantities (velocity
autocorrelation function, elastic constants, viscosities,
heat conductivity, etc.). The necessary technical details
will be given when these results are reported.

III. THERMODYNAMIC QUANTITIES

A. Temyerature

At each step in time the velocities are calculated
simply by the formula

v;(t) = $r;(t+h) r, (t h)—$/2h—

The temperature is, at time t, -', of the kinetic energy,
in our units

T=16Q s'/E.

The error entailed by the use of (6) is of the order of
1/1000. This error is of no consequence, except that it
gives rise to small irregularities in the total energy
which shou M be otherwise strictly constant. The
temperature, averaged over the time, is affected by a
statistical error of the order of 0.004.

B. Pressure
The pressure is calculated from the virial theorem

p 1 9'v,; p 9'v—=1— P P r,, — r g(r)dr—
pkT 6EkT ' ~&i Br;; 6kT „, Br

(8)
The second term of (8) is the time average of the virial.
The last term is a correction term which takes into
account the effect on the pressure of the tail of the
potential which has been neglected, in the dynamics.
The influence on the main term of (8) of the tail of

the potential, which has been neglected in the dynamics
can be appreciated, by considering that cutoff tail as a

interaction potential 

pairwise additive forces

Verlet algorithm
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TABLE I. Mean. temperature and the rrns deviation after v
increments of time have been calculated. The value of the incre-
ment =10 '4 sec.
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(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).

-I.O 0 ~ + I.O
VELOCITY IN Ie/MIIt'2

I I I

FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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(r'")=—Z t.rI(t)—r (0)]'"

r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.
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Measurable by X-ray and neutron 
diffraction
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TABLE I. Mean. temperature and the rrns deviation after v
increments of time have been calculated. The value of the incre-
ment =10 '4 sec.
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(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).

-I.O 0 ~ + I.O
VELOCITY IN Ie/MIIt'2

I I I

FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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(r'")=—Z t.rI(t)—r (0)]'"

r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.
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(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).
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FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.

Maxwell distribution of the velocities and temperature fluctuations
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TABLE I. Mean. temperature and the rrns deviation after v
increments of time have been calculated. The value of the incre-
ment =10 '4 sec.
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(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).
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FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.

Time-dependent mean squared displacement
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TABLE I. Mean. temperature and the rrns deviation after v
increments of time have been calculated. The value of the incre-
ment =10 '4 sec.
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(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).
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FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.
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tion, g(r), shown in Fig. 2.) It is seen that even at
3=2.5&(10—"sec the remnants of the 6rst-neighbor
shell in g(r) are visible.
This remark about the persistence of short-range

correlations with the passage of time is relevant if one
tries to describe the behavior of the liquid as quasi-
crystalline. Whereas the increase of (r'& with time (see
Fig. 3) shown no such behavior, the function (v(0) v(t))
does show such a behavior, through that of its transform
f(P) which has a maximum reminiscent of the maximum
in the frequency spectrum of a solid; moreover, the
short-range order in the arrangement of an atom and
its neighbors also shows a certain degree of permanence
which is reminiscent of the permanent correlation
existing in a solid.

I'IG. 5. Spectrum of the velocity autocorrelation function.
The Lorentzian spectrum of a Langevin-type correlation is also
shown.

f(~)=~
"(v(0) v(u))

cosPudu.

Figure 5 shows f(p) obtained from the correlation
shown in Fig. 4; it has a broad maximum at about
/=0. 25. The transform of a Langevin-type correlation
is a Lorentzian h'/P'+P') which is also shown in Fig. 5.
The time-dependent pair-correlation function, Gq(r, t),

was calculated for values of t ranging from 0 to
3.0&(10—'2 sec at intervals of 0.1X10 "sec. It is shown
in Fig. 6(a) for t=10 " sec and in Fig. 6(b) for
t= 2.5X10-"sec. LG~(r, t=0) is the static pair distribu-
' J. Naghizadeh and S.A. Rice, J. Chem. Phys. B6, 2710 (1962).

neighbors is not completely lost. We shall see a more
quantitative indication of this fact further below.
From the slope of the linear part of the curve for (r'&

one 6nds the diffusion constant D to be 2.43X10 '
cm' sec ', the temperature of our system is 94.4'K and
the density is 1.374 g cm ', the experimental value of
Naghizadeh and Rice,4 for argon at 90'K and 1.374
g cm

—' is also 2.43X10 ' cm' sec '. The agreement thus
is quite good.
I igure 4 shows the velocity autocorrelation function,

(v(0) v(t)), normalized to unity at t=0 by dividing
by (vs&. Notice that the correlation becomes negative
at 3=0.33)&10—"sec and remains essentially negative
as it goes to zero. In this respect it is radically different
from the Langevin type of velocity autocorrelation,
namely, exp( ksTt/All D), w—hich is also shown in
Fig. 4. A more illuminating way of exhibiting this
qualitative difference is to consider the Fourier trans-
form of the correlation, defined as

"(v(0) v(t))
f(~)= —coscvtdt,3M, (v')

so that f(0)=1.0. Writing P=Aoi/ksT, ) =A/MD, -and
u=tksT/A, we get
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FIG. 6. Time-dependent pair-correlation function G&(r,t) shown
at two values of t. The convolution approximation of. Vineyard
(Ref. 6) gives a too rapid decay of Gd.

I

IV. NON-GAUSSIA1% BEHAVIOR OP G, (r, t)

If G.(r, t) has the Gaussian form, L4irp(t) j '"
Xexp[—r'/4p(t) j, one has the following relations:

(')=6 (t),
(r2 n) G (rs& n

C =1X3XSX7 (2&+1)/3",
for I=1, 2, 3, . Thus, a departure of G, (r,t) from a
Gaussian form can be expressed in terms of the func-
tions, n„(t), defined by

-.«&= «"-&/C.("»--I
For a non-Gaussian G, (r, t) the n„, n=2, 3, . will not
vanish.

Velocity autocorrelation function — Fourier transform 
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tion, g(r), shown in Fig. 2.) It is seen that even at
3=2.5&(10—"sec the remnants of the 6rst-neighbor
shell in g(r) are visible.
This remark about the persistence of short-range

correlations with the passage of time is relevant if one
tries to describe the behavior of the liquid as quasi-
crystalline. Whereas the increase of (r'& with time (see
Fig. 3) shown no such behavior, the function (v(0) v(t))
does show such a behavior, through that of its transform
f(P) which has a maximum reminiscent of the maximum
in the frequency spectrum of a solid; moreover, the
short-range order in the arrangement of an atom and
its neighbors also shows a certain degree of permanence
which is reminiscent of the permanent correlation
existing in a solid.

I'IG. 5. Spectrum of the velocity autocorrelation function.
The Lorentzian spectrum of a Langevin-type correlation is also
shown.

f(~)=~
"(v(0) v(u))

cosPudu.

Figure 5 shows f(p) obtained from the correlation
shown in Fig. 4; it has a broad maximum at about
/=0. 25. The transform of a Langevin-type correlation
is a Lorentzian h'/P'+P') which is also shown in Fig. 5.
The time-dependent pair-correlation function, Gq(r, t),

was calculated for values of t ranging from 0 to
3.0&(10—'2 sec at intervals of 0.1X10 "sec. It is shown
in Fig. 6(a) for t=10 " sec and in Fig. 6(b) for
t= 2.5X10-"sec. LG~(r, t=0) is the static pair distribu-
' J. Naghizadeh and S.A. Rice, J. Chem. Phys. B6, 2710 (1962).

neighbors is not completely lost. We shall see a more
quantitative indication of this fact further below.
From the slope of the linear part of the curve for (r'&

one 6nds the diffusion constant D to be 2.43X10 '
cm' sec ', the temperature of our system is 94.4'K and
the density is 1.374 g cm ', the experimental value of
Naghizadeh and Rice,4 for argon at 90'K and 1.374
g cm

—' is also 2.43X10 ' cm' sec '. The agreement thus
is quite good.
I igure 4 shows the velocity autocorrelation function,

(v(0) v(t)), normalized to unity at t=0 by dividing
by (vs&. Notice that the correlation becomes negative
at 3=0.33)&10—"sec and remains essentially negative
as it goes to zero. In this respect it is radically different
from the Langevin type of velocity autocorrelation,
namely, exp( ksTt/All D), w—hich is also shown in
Fig. 4. A more illuminating way of exhibiting this
qualitative difference is to consider the Fourier trans-
form of the correlation, defined as
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f(~)= —coscvtdt,3M, (v')

so that f(0)=1.0. Writing P=Aoi/ksT, ) =A/MD, -and
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If G.(r, t) has the Gaussian form, L4irp(t) j '"
Xexp[—r'/4p(t) j, one has the following relations:

(')=6 (t),
(r2 n) G (rs& n

C =1X3XSX7 (2&+1)/3",
for I=1, 2, 3, . Thus, a departure of G, (r,t) from a
Gaussian form can be expressed in terms of the func-
tions, n„(t), defined by

-.«&= «"-&/C.("»--I
For a non-Gaussian G, (r, t) the n„, n=2, 3, . will not
vanish.
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tion, g(r), shown in Fig. 2.) It is seen that even at
3=2.5&(10—"sec the remnants of the 6rst-neighbor
shell in g(r) are visible.
This remark about the persistence of short-range

correlations with the passage of time is relevant if one
tries to describe the behavior of the liquid as quasi-
crystalline. Whereas the increase of (r'& with time (see
Fig. 3) shown no such behavior, the function (v(0) v(t))
does show such a behavior, through that of its transform
f(P) which has a maximum reminiscent of the maximum
in the frequency spectrum of a solid; moreover, the
short-range order in the arrangement of an atom and
its neighbors also shows a certain degree of permanence
which is reminiscent of the permanent correlation
existing in a solid.

I'IG. 5. Spectrum of the velocity autocorrelation function.
The Lorentzian spectrum of a Langevin-type correlation is also
shown.

f(~)=~
"(v(0) v(u))

cosPudu.

Figure 5 shows f(p) obtained from the correlation
shown in Fig. 4; it has a broad maximum at about
/=0. 25. The transform of a Langevin-type correlation
is a Lorentzian h'/P'+P') which is also shown in Fig. 5.
The time-dependent pair-correlation function, Gq(r, t),

was calculated for values of t ranging from 0 to
3.0&(10—'2 sec at intervals of 0.1X10 "sec. It is shown
in Fig. 6(a) for t=10 " sec and in Fig. 6(b) for
t= 2.5X10-"sec. LG~(r, t=0) is the static pair distribu-
' J. Naghizadeh and S.A. Rice, J. Chem. Phys. B6, 2710 (1962).

neighbors is not completely lost. We shall see a more
quantitative indication of this fact further below.
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g cm
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Dynamics of 256 water 
molecules with in a cibic box 
with periodic boundary 
conditions and Ewald 
summation for the Coulomb 
forces

• O-O interactions of 
Lennard-Jones type

• Coulomb 
interactions for O-O, 

SPC/E potential [1]:

[1] H. Berendsen, J.R. Grigera, and T.P. Straatsma, J Phys Chem-Us 91, 6269 (1987).

Dynamics of water
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FIGURE III.4. VACF of liquid argon obtained from MD simula-
tion. The insert shows the corresponding Fourier spectrum.

defined through

g(r) =
1

4⇥r2⇤

1

N

�

�

�

⇥ �=�

⌅�(r � |R� �R⇥|)⇧ (III.12)

For each particle the density of the remaining particles is computed as a func-
tion of the distance r from the chosen centre particle. The resulting density is
then normalised to the average particle density, ⇤, and finally averaged over all
N centre particles. In practice g(r) is computed using a histogram technique,
using a finite width of the bins for the distance r. Fig III.3 shows the radial
distribution function for liquid argon which has been obtained from the MD
simulation described above. One recognises that g(r) has peaks which at posi-
tions which are located at multiples of the Lennard-Jones parameter ⌅, which
describes approximately the size of the argon atoms (⌅ = 0.34 nm). With in-
creasing distance the peaks are less pronounced, and with r ⇥ ⇤ the radial
distribution function tends to one. The first peak indicates the radius of the
shell of next neighbours which form a sort of cage for the respective centre
particle.
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Static site pair correlation functions of water



average over molecules

W (t) = 6Dt
Diffusion constant D from the slope

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)(k + n)� x(↵)(k)
���
2

W (n) =
1

N

NX

↵=1

W (↵)
vv (n)

Atomic mean square displacements
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Maxwell distributionTrajectory

(231808 water molecules). The corresponding simulation runs have been performed

for 600 ns.

For all MD simulations we used the GROMACS package,21 setting the temperature to

310 K for the all-atom system and to 320 K for the coarse-grained system. The slight

temperature increase in the latter case was chosen to compensate for the fact that the

effective lipid masses in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral MSD for the center-of-mass

of the lipid molecules. For this purpose we averaged over the contribution of all lipid

molecules, W (n) = 1
N

PN
↵=1 W

(↵)(n), where

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

��x(↵)(k + n)� x(↵)(k)
��2 . (8)

Here N is the total number of lipid molecules and Nt is the number of time frames in the

analysis. We use the short notation x(k) ⌘ x(k�t) etc., where �t is the sampling time

step. To obtain reliable estimations of the MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass VACF, averaging again over all

molecular contributions, cvv(n) = 1
N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡
1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n). (9)

The subsequent analyses had to be limited to a maximum lag time of 100 ps, since statis-

tical noise is dominating beyond that limit.

The cosine transform of the VACF was estimated with two completely different ap-

proaches, in order to assure its reliability in the crucial low frequency region:

1. A windowed discrete Fourier transform (WDFT). Here

g(n) ⇡ �t

2

Nt�1X

k=�(Nt�1)

e�
2⇡ink
2Nt�1w(k)cvv(k), (10)

where g(n) ⌘ g(n�!) and �! = 2⇡/((2Nt � 1)�t). The window function w(k) ⌘

w(k�t) reduces the statistical noise22 and for our calculations we used a Gaussian

form, w(t) = exp (�t2/(2�2
t )). The width was chosen as � = 0.2 ⇥ T , with T =

(Nt � 1)�t being the trajectory length.

4

average over molecules

Velocity autocorrelation function (oxygen)

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n)
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Velocity autocorrelation function (hydrogen)



Density of States, VACF, and diffusion coefficient

Anomalous diffusion is an ubiquitous phenomenon, which is observed in a variety of

“crowded” physical and biological systems. It refers to a sub- or superlinear growth of

the mean square displacement (MSD) of the diffusing particles under consideration,1–3

W (t) ≡ ⟨|x(t)− x(0)|2⟩
t→∞
∼ 2Dαt

α, (1)

and the case α = 1 corresponds to “normal” diffusion.4,5 The fractional diffusion constant

Dα has the dimension m2/sα and the symbol ⟨. . .⟩ denotes here a classical equilibrium en-

semble average. The aim of this paper is to devise a simple method enabling the detection

of anomalous diffusion processes by quasi-elastic neutron scattering experiments, which

yield access to the Fourier spectrum of the velocity autocorrelation function (VACF) of

the diffusing particles.6 For this purpose, we use the relation7,8

W (t) = 2

∫ ∞

0

dτ (t− τ)cvv(τ), (2)

between the MSD and the VACF, which is derived from the identity x(t) − x(0) =
∫ t

0 dτ v(τ) and the definition of the VACF as a classical equilibrium time correlation func-

tion, cvv(t) ≡ ⟨v(t) · v(0)⟩. The latter definition implies its stationarity and in particular

the symmetry relation cvv(t) = cvv(−t), such that its Fourier spectrum, which is usually

referred to as the “Density of states”, is completely defined by the cosine transform

g(ω) ≡

∫ ∞

0

dt cosωt cvv(t). (3)

The idea is now to relate the asymptotic form (1) of the MSD for long times to the asymp-

totic form of g(ω) for small frequencies. This is accomplished by using the results of

Ref. [9], where it is shown that the asymptotic form (1) of the MSD and Relation (2) imply

that the Laplace transformed VACF, defined as ĉvv(s) =
∫∞

0 dt exp(−st)cvv(t) (ℜ{s} > 0),

behaves for small s as

ĉvv(s)
s→0
∼ Γ(α+ 1)Dαs

1−α. (4)

Noting now that g(ω) = ℜ{ĉvv(iω)}, one obtains with (4)

g(ω)
ω→0
∼ ω1−α sin

(πα

2

)

Γ(1 + α)Dα. (5)

The long-time tail of the VACF has the form,9

cvv(t)
t→∞
∼ Dαα(α− 1)tα−2, (6)

2

and is a necessary condition for anomalous diffusion. For 1 < α < 2 it is also sufficient.9

The long-time tail can be used to prove the existence of the Fourier integral (3) whose

existence is not implied by the existence of ĉvv(s). For this purpose we use that the integral
∫∞

tm
dt cos(ωt)t2−α exists for 0 < α < 2 and any finite tm > 0. The lower bound tm can be

thought as limit from which on the VACF is represented by its long-time tail. If the VACF

is sufficiently well behaved, such that
∫ tm

0 dt cos(ωt)cvv(t) exists for any tm > 0, g(ω) exists

as a whole and expression is thus valid for the whole range 0 < α < 2. For α = 1, one

obtains in particular g(ω)
ω→0
∼ D, which is in agreement with the classical Kubo formula

for the diffusion coefficient,7,10 D =
∫∞
0 dt cvv(t) = g(0), and for subdiffusion Relation (5)

corresponds to the generalized Kubo formula9

Dα =
1

Γ(1 + α)

∫ ∞

0

dt 0∂
α−1
t cvv(t). (7)

Here 0∂
α−1
t denotes a fractional Riemann-Liouville derivative of order α−1 and the latter

is defined through ∂α−1
t cvv(t) =

d
dt

∫ t

0 dt
(t−τ)1−α

Γ(2−α) cvv(τ).

Molecular dynamics (MD) simulations yield access to both the MSD and the VACF of

the simulated molecules and they are thus a powerful tool to test the estimation of the

parameters α and Dα through Relation (5) against the standard approach, which uses the

asymptotic form (1) of the MSD. In the following this will be illustrated with MD trajec-

tories from an earlier simulation study of a lipid POPC (1-palmitoyl-2-oleoyl-sn-glycero-

3-phosphocholine) bilayer, whose molecules exhibit lateral subdiffusion.11 Similar results

have been found for other types of lipid bilayers, using MD simulations12–14 and experi-

mental techniques.15,16 For our study we use two simulation models (for details we refer

to Ref. [11]):

1. An atomic resolution model (left part of Fig. 1), where atomic interactions are de-

scribed by the OPLS force field.17,18 In total 274 POPC lipid molecules are immersed

in a solvent of 10471 water molecules and the corresponding production runs have

been performed for 150 ns.

2. A coarse grained model, where each lipid molecule is represented by 13 beads and

four water molecules are combined into one “water bead” (right part of Fig. 1). The

interactions are here described by the MARTINI force field19,20 and we simulated a

bilayer consisting of 2033 POPC lipid molecules in a solvent of 57952 water beads

3

D



Using computer simulations to 
understand “real” experiments

An example from biophysics : interpreting 
quasielastic neutron scattering from proteins to 
understand their dynamics



! = (E0 � E)/~
Energy transfer:

q = k0 � k = (p0 � p)/~
Momentum transfer:

Setup for a neutron scattering experiment
8 1. INFORMATION FROM NEUTRON SCATTERING

k0

k

detectors

sample

θ

d²σ
dΩdωk0

k q
θ

FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

Exploring the structural dynamics of condensed matter 
on the atomic scale (0.1-10 nm, sub ps - 10 ns)

Neutron scattering theory
Neutron scattering spectrum

For a given scattering angle, a neutron spectrum looks like this:

-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0
 t = energy transfer

S(q,t)

inelastic

quasielastic

elastic

Energy spectrum

Thermal neutron scattering



Differential scattering cross section



Neutron scattering theory
De Broglie relations

Using the De Broglie relations2

~p = ~~k , |~k | = 2⇡

�
,

one finds for E = ~p 2/2m = kBT et T = 300K a wavelength of

� = 1.778 Å.

The wave length is this compatible with typical interatomic
distances between the atoms in condensed matter systems. Since
E ⇡ kBT is comparable with their energy, thermal neutron
scattering is a unique tool for studying the structure and the
dynamics of condensed matter.

2
~ = h/(2⇡) = 1.05457⇥ 10

34
Js is the reduced Planck constant.

Neutron scattering theory
De Broglie relations

Using the De Broglie relations2

~p = ~~k , |~k | = 2⇡

�
,

one finds for E = ~p 2/2m = kBT et T = 300K a wavelength of

� = 1.778 Å.

The wave length is this compatible with typical interatomic
distances between the atoms in condensed matter systems. Since
E ⇡ kBT is comparable with their energy, thermal neutron
scattering is a unique tool for studying the structure and the
dynamics of condensed matter.

2
~ = h/(2⇡) = 1.05457⇥ 10

34
Js is the reduced Planck constant.

Wave length of thermal neutrons



Neutron scattering theory
Fermi potential

Neutrons interact with matter primarily through a short-ranged
(fm) neutron-nucleus interaction, which is described through
Fermi’s pseudo-potential,

T =
2⇡~2

m
b �(~r � ~R).

Here ~r and ~R is, respectively, the position operator of the neutron
and the nucleaus of the scattering atom and the (generally
complex) scattering length b takes values in the fm range. It
depends on the relative orientation of the neutron and the nuclear
spin. The symbol m denotes the neutron mass. The scattering
cross section of a fixed atom is

� = 4⇡|b|2.

Interaction of neutrons with matter



Neutron scattering theory
Di↵erential scattering cross section

The (normalized) di↵erential scattering cross section for N
scattering atoms and an unpolarized neutron beam/sample is

d
2�

d⌦d!
=

|~k |
|~k0|

1

2⇡~

+1Z

�1

dt e
�i!t 1

N

NX

↵=1

NX

�=1

b⇤↵b�

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

where

hA(0)B(t)i = 1

Z
tr
n
Ae

iHt/~
Be

�iHt/~
o

denotes a quantum time correlation function. Here H is the
Hamilton operator of the scattering system and Z = tr{e��H} is
the partition function, with � = (kBT )�1. The overline denotes an
average over relative neutron-nucleus spin orientations. The
incident and scattered neutron have the momenta ~~k0 and ~~k ,
respectively.



Neutron scattering theory
Dynamic structure factor

The dynamic structure factor, S(~q,!), is the central quantity
measured in neutron scattering experiments,

S(~q,!) = 1

2⇡~

+1Z

�1

dt e
�i!tI(~q, t)

I(~q, t) = 1

N

NX

↵=1

NX

�=1

b⇤↵b�

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

The intermediate scattering function, I(~q,!), contains the
information. With the above definitions

d
2�

d⌦d!
=

|~k |
|~k0|

S(~q,!)

Dynamic structure 
factor

Intermediate 
scattering function

Neutron scattering theory
Dynamic structure factor

The dynamic structure factor, S(~q,!), is the central quantity
measured in neutron scattering experiments,

S(~q,!) = 1

2⇡~

+1Z
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The intermediate scattering function, I(~q,!), contains the
information. With the above definitions
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Neutron scattering theory
Scattering experiment

k0

k

detectors

sample

e

d²m
d1dtk0

k q
e

Setup of a neutron scattering experiment. Here

! = (E0 � E )/~, ~q = ~k0 � ~k .

are the energy and momentum transfer from the neutron to the
sample and d

2�
d⌦d! is the di↵erential scattering cross section.

Dynamic structure factor



Neutron scattering theory
Coherent and incoherent scattering

The intermediate scattering function is split into a coherent part,
reflecting collective motions, and and incoherent part, reflecting
single particle motions,

I(~q, t) = Icoh(~q, t) + Iinc(~q, t)

Defining b↵ coh = b↵ and b↵ inc =
q
|b↵|2 �

��b↵
��2, one has

Icoh(~q, t) =
1

N

NX

↵=1

NX

�=1

b
⇤
↵ cohb� coh

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

Iinc(~q, t) =
1

N

NX

↵=1

|b↵ inc|2
D
e
�i~q·~R↵(0)e

i~q·~R↵(t)
E

Coherent and incoherent scattering
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FIG. 1. Average backbone (x) values for myoglobin vs. residue number. 0, 80 K; o, 300 K. The average is taken over the N, C.,, and carbonyl
C atoms only, since the (x2) values of the carbonyl 0 atoms are usually higher. An (X2')d of 0.045 A2 has been subtracted from the individual observed
(xi) values.

tained for the iron atom by x-ray diffraction (9) and by
Mossbauer absorption (13) at 250-300 K. Subtracting the re-
sulting (X2)ld = 0.045 A2 from the individual atomic (x2) ob-
tained at 80 K leads to a number of values that are smaller than
0.01 A2, which is of the order of the zero-point vibrational (x2)
observed for small-molecule crystals at low temperatures (28).
Assuming that the freezing method did not decrease the lattice
order (and the results certainly show that it did not increase the
disorder), the (X2)Id value derived earlier (9) appears to be too
large (see below). It should be emphasized that the limits of
error of the (x2) values obtained from the x-ray analysis, esti-
mated to be 0.018 A2 (9), are at least as large as the zero-point
vibration (x2). In addition, any motion having a characteristic
time slower than 0.1 us does not contribute to the (x 2) deter-
mined by the Mossbauer method. Therefore, if motions on this
time scale contribute to the overall (x 2) (and there is ample
evidence that they must; K. Gersonde and G. N. La Mar, per-
sonal communication), the Mossbauer value underestimates the
dynamic contribution and leads to overestimation of the lattice
disorder term. Our refinement of the 80 K structure suggests

0.3-

0.2 -

0.1 -

100 200
Temperature, K

that the correct value is closer to 0.025 A2. To facilitate com-
parison with earlier work, the value (x2Xd = 0.045 A2 has been
applied to the data in this paper. Whatever value is used for
(X2)1d, the results show that lattice disorder does not dominate
the overall or individual atomic displacements.

Individual Atomic Displacements. A graph of the average
(x2) values of the backbone N, Ca, and carbonyl C. atoms vs.
residue number at 80 and 300 K is shown in Fig. 1. The main-
chain displacements at 80 K do not exceed the corresponding
values at 300 K. The shapes of the two curves agree well. The
temperature dependence of the average (x 2) values of back-
bone atoms ofselected amino acids is shown in Fig. 2. The tem-
perature dependences of the (x2) values for the iron atom, the
atoms in the heme plane, and the proximal and distal histidines
are compared with those from M6ssbauer experiments on the
iron in Fig. 3.

Comparison ofthe (x 2) values at the four temperatures allows
a discussion of some general features of the dynamics of Mb.
Attempts were made to find a linear temperature dependence
for the atomic displacements. Only 46 of the 153 amino acids
in Mb show a temperature dependence that is consistant with
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ABSTRACT The crystal structure ofsperm whale metmyoglo-
bin has been determined at 80 K to a resolution of2 A. The overall
structure at 80 K is similar to that at 300 K except that the volume
is smaller. Refinement of the structure by the method of re-
strained least squares (current R = 0.175) permits the assignment
of isotropic atomic mean-square displacements to all nonhydrogen
atoms. Comparison with the values obtained earlier at 250-300
K indicates that the protein at 80 K is more rigid. The average
experimentally determined Debye-Waller factor, B, for the pro-
tein is 14 A at 300 K and 5 A2 at 80 K. Plots of backbone mean-
square displacement vs. temperature show a discontinuity of slope
for at least one-third ofall residues. This behavior is in good agree-
ment with the temperature dependence of the mean-square dis-
placement of the heme iron as measured by Mossbauer absorp-
tion. The magnitudes of the smallest mean-square displacements
observed at 80 K indicate that intramolecular motions can be fro-
zen out to a surprisingly large degree. Even at 80 K, however,
some atoms in myoglobin still have mean-square displacements
greater than 0.1 A2, thus providing evidence for conformational
substates.

The view of protein molecules as systems that fluctuate over
a large number of conformational substates is now accepted
(1-3). Conformational fluctuations are important for biological
function, and detailed studies of their properties are therefore
desirable. Myoglobin (Mb), "the hydrogen atom of biology," is
a good choice for such studies. Mb is presumed to have a simple
function, storage and transport of oxygen in muscles (4). Some
of its properties can be understood in terms of its static three-
dimensional structure, determined by single-crystal x-ray dif-
fraction at 300 K (5, 6). However, dynamic features, especially
the access of oxygen to the heme and the kinetics of binding
of carbon monoxide to the iron (7, 8), cannot be explained by
a static picture. X-ray crystallography is a powerful tool for
mapping average displacements of atoms in a protein (9-11).
Here, we present the determination of the structure of metMb
at 80 K to a resolution of 2 A and compare this structure and
atomic displacements with earlier results at 250-300 K and with
the results of Mossbauer absorption studies at 4.2-300 K
(12-14).

Atomic displacements are involved in the interconversion of
different local configurations (conformational substates) of the
same overall protein structure (7-14). Different conformational
substates perform the same biological function, albeit possibly
with different rates. Transitions from one substate to another
require the surmounting of potential energy barriers. If the
barriers are very large compared with kBT, the distribution of

substates is static. If the barriers are small, the distribution is
dynamic and a molecule can move from one substate to another,
even at low temperatures. The idea that a dynamic distribution
can still exist at low temperatures is at first surprising. How-
erer- considerfor simplicity-4I attcaaoc either of
two positions separated by a barrier of height Ho. The time TR
characteristic for transitions between the two positions then is
given approximately by TR = roexp(HIR7), with To0 10-13 s.
Fluorescence quenching (15) and Rayleigh scattering (16) imply
barrier heights of about 25 kJ/mol. At 80 K, Ho = 25 kJ/mol
gives TR 103 s. During typical x-ray experiments, which last
about 105 s, conformational substates can equilibrate even at 80
K. If, moreover, the bottoms of the two conformational posi-
tions differ by 1 kJ/mol or less, both substates will be appre-
ciably populated even at 80 K.

Information about the spatial distribution of conformational
substates can be expressed in terms of individual atomic mean-
square displacements, (x2). By measuring these atomic dis-
placements as a function of temperature, the shape of the ef-
fective conformational potential well in which the atom moves
can be determined. In earlier crystallographic work, mean-
square displacements have been measured at 220-300 K (9).
The example given above shows that this temperature range is
too small to explore the conformational potential. We have
therefore extended the experiments to much lower tempera-
tures. The technique described here indeed shows major
changes in mean-square displacements in going from 300 to 80
Kand opens up the possibility of answering a number ofques-
tions about the structure and dynamics of proteins. Similar
work at low temperatures has been carried out with trypsin by
Huber and co-workers (17), who reach analogous conclusions.

EXPERIMENTAL
Sample Preparation and Data Collection. Crystals of sperm

whale metMb were grown from 3.75 M ammonium sulfate (pH
6.9), according to the published method (18). The crystals have
the symmetry of space group P21, with one molecule of molec-
ular weight 17,816 per asymmetric unit. Protein crystals are
usually destroyed if they are cooled below the liquid-ice phase
transition ofthe free mother liquor. There are, however, several
methods to overcome this difficulty. Crystal shattering can be
hindered by freezing under high pressure (19), exchanging the
mother liquor of the protein crystal with a cryoprotectant (20),
or shock freezing crystals containing their normal mother li-
quor (21). The last method has clear advantages: the solvent
around the molecule is not modified and no physical changes
should be introduced, in contrast to the application ofhigh pres-
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FIGURE IV.1. Left: A tri-peptide (tri-alanine) in the extended
conformation. The yellow triangles indicate the planar peptide
bond structure. Right: The right-handed �-helix as typical sec-
ondary structure motive.

FIGURE IV.2. Left: Ball-and-stick representation of lysozyme.
Right: Corresponding cartoon representation showing the sec-
ondary structure elements.

Since the 1970’s the molecular dynamics simulation technique is also used
for protein simulations. In the beginning, the solvent was replaced by an effec-
tive medium in order to reduce the computational effort, but today the simu-
lation of a protein molecule in an effective solvent of several hydration layers
is standard. From a methodological point of view the MD simulation of a

The force field (Amber)

Force field for biomolecular simulations

A simplified force field for describing vibrational protein dynamics
over the whole frequency range
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The empirical force fields used for protein simulations contain short-ranged terms !chemical bond
structure, steric effects, van der Waals interactions" and long-ranged electrostatic contributions. It is
well known that both components are important for determining the structure of a protein. We show
that the dynamics around a stable equilibrium state can be described by a much simpler midrange
force field made up of the chemical bond structure terms plus unspecific harmonic terms with a
distance-dependent force constant. A normal mode analysis of such a model can reproduce the
experimental density of states as well as a conventional molecular dynamics simulation using a
standard force field with long-range electrostatic terms. This finding is consistent with a recent
observation that effective Coulomb interactions are short ranged for systems with a sufficiently
homogeneous charge distribution. © 1999 American Institute of Physics.
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In addition to their fundamental importance for biologi-
cal systems, proteins are also interesting dynamical systems
from a purely physical point of view, combining liquidlike
behavior at high frequencies with elastic behavior at low
frequencies. The main experimental techniques for studying
protein dynamics are inelastic neutron scattering1 for short to
medium time scales of about 1 ns and nuclear magnetic reso-
nance !NMR"2 for nanosecond to microsecond motions. Be-
cause of the structural complexity of proteins, the interpreta-
tion of the experimental results requires numerical
calculations on atomic models. Therefore protein dynamics
is a field that is marked by the cooperation of experiment and
simulation.

Numerous experimental and theoretical studies have pro-
vided a general picture of protein dynamics spanning the
whole frequency range.3,4 As in all physical systems, low
frequencies correspond to collective motions, whereas high
frequencies describe localized motions. The highest frequen-
cies in a protein, around 100 THz !3000 cm!1", represent
bond-stretching vibrations that involve a hydrogen atom.
Moving toward lower frequencies, there are the bond stretch-
ing vibrations between two heavy atoms, bond angle vibra-
tions, motions of larger chemical groups, residue deforma-
tions and residue rigid-body motions, secondary structure
deformations, and finally large scale collective motions, e.g.,
domain motions.

The main theoretical techniques for studying protein dy-
namics are molecular dynamics !MD" simulations and nor-
mal mode analysis.5 The standard protein model consists of
one classical point mass for each atom with interactions de-
scribed by empirical force fields that contain long-ranged
electrostatic contributions and short-ranged terms describing

the chemical bond structure, excluded-volume effects, and
van der Waals interactions:

U" %
bonds i j

k i j!ri j!ri j
(0)"2# %

angles i jk
ki jk!& i jk!& i jk

(0)"2
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dihedrals i jkl
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The quantities ki j , ri j
(0) , ki jk , & i jk

(0) , ki jkl , ni jkl , ( i jkl , ) i j ,
* i j , and qi are parameters obtained by fitting to experimen-
tal data or from more detailed calculations; they depend on
the atoms involved. Due to the long-ranged terms all ele-
ments of the second-derivative matrix that is diagonalized in
normal mode analysis are nonzero. This is the cause for the
enormous memory requirement that is the limiting factor in
normal mode calculations of macromolecules.

The high-frequency part of the spectrum has been ana-
lyzed in detail by classical spectroscopy techniques on small
peptide chains. It is mainly determined by the first three
terms in Eq. !1", which describe the chemical bond structure.
The very low frequency motions have been studied in detail
as well, because they contain the highly specific domain mo-
tions which determine a protein’s function.6 Several studies
have shown that they are not sensitive to the details of the
force field, but can be obtained with a simple harmonic force
field with a distance-dependent force constant. Such models
have been found sufficient to reproduce the frequency spec-
trum up to ,0.5 THz !15 cm!1"7 and to identify the biologi-
cally relevant domain motions.8 An even simpler Gaussian
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meters are very similar to the ones found by imposing hx2i
obtained from the EISF. In view of these findings the fitted
values for a and s for the MSD at p= 300 MPa, which
have been published in [35], must be considered erroneous.

Fig. 4 shows the intermediate scattering function and
the fitted model for q= 6 nm!1 and q= 20 nm!1 for the
two pressures of p= 0.1 MPa and p= 300 MPa, respec-
tively. The corresponding model parameters are listed in
Table 3. The fits were performed with expression (10),
using eight terms in the sum. As already indicated, I(q, t)
has been fitted by using the q-dependent position fluctua-
tions shown in Fig. 2.

Fig. 5 displays experimental QENS spectra at q=
20 nm!1 and the corresponding fit of expression (21),
which accounts for finite instrumental resolution and for
free translational diffusion of the lysozyme molecules in
the solution. As for the fits of the simulated intermediate
scattering functions, the position fluctuations have been
read off from Fig. 2. The fit parameters a, s and the diffu-
sion coefficient D are given in Table 4 for two q-values:
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Fig. 4. Fit of the simulated incoherent dynamic structure factor (solid
lines) with expression (10) (broken lines) for p= 0.1 MPa (upper part) and
p= 300 MPa (lower part). The parameters are given in Table 3.
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Fig. 5. Log–log plot of experimental QENS spectra for q= 20 nm!1

(bullets) at ambient pressure (top) and at p= 300 MPa (bottom) as a
function of x (angular frequency). The solid lines represent the fits of the
analytical model defined in Eq. (14) using the parameters given in Table 4.

Table 4
Parameters obtained from a fit of expression (21) to the experimental
QENS spectra

Sinc(20 nm
!1,x) Sinc(22 nm

!1,x)

0.1 MPa hx2i (nm2) 2.57 · 10!3 2.41 · 10!3

a 0.35(2) 0.40(2)
s (ps) 3(2) 3(1)
D ðnm2 ps!1Þ 0.53(3) · 10!4

300 MPa hx2i (nm2) 2.21 · 10!3 2.08 · 10!3

a 0.52(1) 0.55(1)
s (ps) 5.2(2) 4.7(3)
D ðnm2 ps!1Þ 0.50(3) · 10!4

The value of hx2i is fixed according to Eq. (13).
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Fig. 5. Log–log plot of experimental QENS spectra for q= 20 nm!1

(bullets) at ambient pressure (top) and at p= 300 MPa (bottom) as a
function of x (angular frequency). The solid lines represent the fits of the
analytical model defined in Eq. (14) using the parameters given in Table 4.

Table 4
Parameters obtained from a fit of expression (21) to the experimental
QENS spectra

Sinc(20 nm
!1,x) Sinc(22 nm

!1,x)

0.1 MPa hx2i (nm2) 2.57 · 10!3 2.41 · 10!3

a 0.35(2) 0.40(2)
s (ps) 3(2) 3(1)
D ðnm2 ps!1Þ 0.53(3) · 10!4

300 MPa hx2i (nm2) 2.21 · 10!3 2.08 · 10!3

a 0.52(1) 0.55(1)
s (ps) 5.2(2) 4.7(3)
D ðnm2 ps!1Þ 0.50(3) · 10!4

The value of hx2i is fixed according to Eq. (13).
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and white triangles correspond to the fits to the experimental QENS
spectra.
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medium was heavy water which was isolated from the sam-
ple by a Teflon piston (see Fig. 1). The strong scattering by
the pressure cell was corrected for. Moreover, QENS data
were corrected for detector efficiency, normalized to the
integrated vanadium intensity, converted to the energy
scale as well as converted from constant scattering angle
h to constant momentum transfer q.

2.2. Simulations

The simulated system consists of one lysozyme molecule
and 3403 H2O molecules in a box of dimensions
6.15 · 4.10 · 4.61 nm3. The protein structure was taken
from the Brookhaven protein databank [12] (code 193L
[13]), to which the hydrogen atoms were added according
to standard criteria concerning the chemical bond structure
of amino acids. This leads to 1960 atoms for the lysozyme
molecule and to 12,169 atoms in total for the simulated sys-
tem. All simulations have been performed in the thermody-
namic NpT-ensemble, using the program package MMTK
[14] with the AMBER94 force field [15] for molecular sim-
ulations of proteins. Within the AMBER force field the
H2O molecules are modeled by the TIP3P potential. Since
we were not interested in the solvent dynamics, we avoided
the adaptation of the TIP3P potential to model heavy
water, which was used in the experiments, and simulated
light water instead. We note that only the dynamics of
the slow, large amplitude motions of a protein is influenced
by the solvent [16], and one can consider that it is essen-
tially the viscosity of the solvent which has a major effect
in this context. Since the viscosities of light and heavy
water are similar, the replacement D2O ! H2O in the sim-
ulation is thus justified.

The long-range electrostatic forces and energies have
been computed with a modified Ewald summation proce-
dure [17]. In contrast to the experimental conditions, where
each lysozyme molecules carries a charge of 11e (pD 4.6),
the simulated lysozyme molecule was kept neutral to ensure
global neutrality of the simulated system. This is necessary

because the system is too small to model protein–protein
interactions and the buffer realistically. The trajectories
used for this article have been recorded with a sampling
step of Dt = 0.04 ps. The water trajectories were not stored
and for subsequent analyses global translations and rota-
tions of the simulated lysozyme molecule have been filtered
out by performing for each sampling time step an optimal
superposition of the molecular structure with the corre-
sponding initial structure [18]. The generated trajectories
thus describe only the internal dynamics of the simulated
lysozyme molecule.

3. A simple model for protein dynamics

To interpret both the simulated and experimental data,
we use the fractional Ornstein–Uhlenbeck (OU) process
[19] as an analytical model for the atomic motions in a pro-
tein. The model describes anomalous diffusion in a har-
monic potential, where the latter accounts for the fact
that atomic motions in a protein are confined in space.
The anomalous diffusion describes slow, non-exponential
structural relaxation in the functional dynamics of pro-
teins, which has been observed in the past on the microsec-
ond to second time scale by fluorescence correlation
spectroscopy [20] and by kinetic studies [21]. The existence
of fractional Brownian dynamics in proteins on the nano-
second time scale has been recently demonstrated by anal-
yses of molecular dynamics simulations [22] and the
fractional OU process has been introduced in [23] for the
interpretation of QENS spectra from proteins. It can be
considered as an extension of a simple harmonic protein
model, which has been used in the past to describe elastic
neutron scattering profiles, in particular to extract the
‘‘resilience’’ of the protein under consideration in terms
of an average force constant [24]. The fractional OU pro-
cess adds to this a description of the relaxation dynamics,
which is measured in QENS experiments.

3.1. Time-dependent mean-square displacement

The most elementary quantity to be considered in the
context of diffusion processes is the time-dependent
mean-square displacement (MSD),

W ðtÞ :¼ h½xðtÞ % xð0Þ&2i; ð1Þ

where x is the position of the diffusing particle and the
brackets indicate a thermal average. In case that the
dynamics of the particle is confined in space, the MSD will
tend to a plateau value, which is given by 2hx2i. This fol-
lows simply from definition (1), assuming a stationary sto-
chastic process, such that W(t) = 2(hx2i % hx(t)x(0)i),
where hx2i is finite due to the confinement. Using that
any position autocorrelation function hx(t)x(0)i tends to
zero for t! 1, one obtains thus limt!1W(t) = 2hx2i.
For the fractional OU process one has

hxðtÞxð0Þi ¼ hx2iEað%½t=s&aÞ; 0 < a 6 1; ð2Þ

Fig. 1. Scheme of Ti–Zr high pressure cell.
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8 1. INFORMATION FROM NEUTRON SCATTERING

k0

k

detectors

sample

θ

d²σ
dΩdωk0

k q
θ

FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

d2�
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The Planck/De Broglie relationship yields a relation between the momen-
tum, p, and the wave vector, k, of a neutron,

p = !k, (2)

k =
2π

λ
n, |n| = 1. (3)

Here ! = h/2π, h = 6.626176 Js is PLANCK’S constant, and n is a unit vector.
We note that in quantum mechanics a particle with a sharply defined momen-
tum is represented by a plane wave

ψ(r, t) ∝ exp

(
i

!(p · r − Et)

)
. (4)

On account of the relations (2) and (3) the wavelength of a thermal neutron is
found to be

λ =
h√

2mE
= 1.8Å for E = kBT, (T = 300K). (5)

This means that the wave length of thermal neutrons is compatible with typical
interatomic distances in condensed matter. Since the energy is comparable to
the thermal energy of atoms in such systems, neutrons can be used to study
the dynamics and the structure of condensed matter.

2.2. Dynamic structure factor. In neutron scattering experiments one
measures the differential scattering cross section as a function of the energy
and the momentum transfer on the sample [10, 11] (see Fig. 1). These quanti-
ties are denoted by ∆E = E0 − E and ∆p = p0 − p, respectively, where the
index ‘0’ refers to the incident neutrons. Usually the energy and momentum
transfers as well as the momenta are expressed in units of !, i.e.

∆E = !ω, (6)
∆p = !(k0 − k) = !q. (7)

Using the above definitions of ω and q, the differential scattering cross section
can be cast into the form

d2σ

dΩdω
=

|k|
|k0|

S(q, ω) (8)

The function S(q, ω) is called the dynamic structure factor and represents the
quantity of interest in neutron scattering experiments. To understand which
information it contains, we write it in the form

S(q, ω) =
1

2π

∫ +∞

−∞
dt exp(−iωt)I(q, t) (9)
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motional heterogeneity of the atoms this function is in general not Gaussian in
q. A gaussian form is only obtained for one tagged atom.

As already indicated, neutron scattering allows also to measure correla-
tions between different different atoms, however, only in an averaged form.
Defining the weighted N -particle density

ncoh(r, t) =
1⌃
N

N⇤

�=1

b�,coh�(r�R�(t)) (IV.37)

which leads to the spatial Fourier transform

⇤coh(q, t) =
1⌃
N

N⇤

�=1

b�,coh exp(�iqT · R�(t)) (IV.38)

we can define the coherent intermediate scattering function measured in neu-
tron scattering,

Icoh(q, t) = ⌅⇤�coh(q, 0)⇤coh(q, t)⇧ (IV.39)

2.6.3. Simple models and neutron scattering. When interpreting neutron scat-
tering experiments in terms of simple models one must be aware that only an
averaged picture of the atomic dynamics in the system can be obtained. In
analytical models the inherent motional heterogeneity of the atoms must be
accounted for by considering effectively one single “representative atom”.

Another important point in the experimental setup of a neutron scattering
experiment is that the measured spectra are recorded as a function of the scat-
tering angle ⇥ and the energy transfer ⌅. Using simple scattering kinematics,
i.e. E0 = E + �⌅ and k0 = k + q, one can easily show that

q = k0

⇧

2� �⌅

E0
� 2

⌅
1� �⌅

E0
cos ⇥. (IV.40)

In case that �⌅ ⇤ E0, the elastic approximation holds, where q ⇥ qel and

qel = 2k0 sin

�
⇥

2

⇥
. (IV.41)

In this case one has a on-to-one relation between the scattering angle and q and
the differential scattering cross section yields directly the dynamic structure
factor, which is the quantity of interest.

2.7. Some simulation results for lysozyme. Let us now look at some re-
sults one obtains from the MD simulation for lysozyme in solution described
in Section 1.1.1 of this Chapter 4. All analyses described below have been ob-
tained from a 1.2 ns trajectory, where global translations and rotations of the
lysozyme molecule have been removed. The resulting atomic trajectories are
thus confined in space.
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d�. The number of neutrons per unit flux which is scattered into a certain
solid angle element d�, and whose energy transfer is in the interval [⇧,⇧ + d⇧]
defines the differential scattering cross section,

⌃2⌅

⌃�⌃⇧
⇥ k

k0
{Scoh(q, ⇧) + Sinc(q, ⇧)} (IV.32)

which is measured in neutronn scattering experiments. Here Scoh(q, ⇧) and
Sinc(q, ⇧) are, respectively, the coherent and incoherent dynamic structure fac-
tor, which are each time Fourier transform of corresponding intermediate scat-
tering functions,

S(q, ⇧) =
1

2⇥

⌅ +⌅

�⌅
dt exp(�i⇧t)I(q, t) (IV.33)

The appropriate indices “inc” and “coh” may be added here, and the above
definition is also used in other contexts than neutron scattering.

2.6.2. Intermediate scattering functions. Using the definitions of the preced-
ing sections, we can define the quantities measured by thermal neutron scat-
tering. The incoherent intermediate scattering function measured in neutron
scattering experiments is given by

Iinc(q, t) =
1

N

N⇤

�=1

|b�,inc|2⇤⇤⇥�(q, 0)⇤�(q, t)⌅ (IV.34)

For systems containing a large proportion of hydrogen atoms, the incoherent
scattering of the latter dominate and one measures effectively the average in-
termediate scattering function of all hydrogen atoms in the sample.

If the atomic motions are confined in space, such as for internal protein
dynamics, the incoherent intermediate scattering function tends to a plateau
value, which has a proper name in neutron scattering: Elastic Incoherent Struc-
ture Factor (EISF). The latter is a static average,

EISF (q) = lim
t⇤⌅

Iinc(q, t) =
1

N

N⇤

�=1

|b�,inc|2⇤|⇤�(q)|2⌅ (IV.35)

In the Gaussian approximation – a strict validity of a Gaussian model can
rarely be assumed for real systems – the EISF takes a particularly simple form

EISF (q) ⇥ 1

N

N⇤

�=1

|b�,inc|2 exp

�
�q2

3
⇤u2

�⌅
⇥

(IV.36)

assuming isotropic motion. Here it has been used that limt⇤⌅W�(t) = 2⇤u2
�⌅,

where ⇤u2
�⌅ is the position fluctuation of atom �. It should be noted that due to
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