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7. FREE DIFFUSION – WIENER PROCESS 39

7. Free diffusion – Wiener process

7.1. Definition. The most simple Fokker-Planck equation is obtained for
the case

a1(y) = 0, a2(y) = 2D = const. (II.55)
With this definition for the coefficients ak(y) the Fokker-Planck equation (II.29)
takes the form of the well-known diffusion equation,

⌃P (y, t)

⌃t
= D

⌃2P (y, t)

⌃y2
(II.56)

which is to be solved with the initial condition
P (y, 0) = �(y � y0) (II.57)

The corresponding stochastic equation of motion has the simple form

y(t0 + �t) = y(0) + ⇥ (II.58)

where the displacement ⇥ is Gaussian white noise with

⇥ = 0 and ⇥2 = 2D�t (II.59)

The equations (II.58) and (II.59) define the Wiener process1.

7.2. Solution of the Fokker-Planck equation. A simple way to solve equa-
tion (II.56) is to apply a Fourier transformation with respect to y. With

P̃ (k, t) =

⇧ +⇥

�⇥
dy exp(�iky)P (y, t)

one obtains
⌃P̃ (k, t)

⌃t
= �Dk2P̃ (k, t).

The solution is thus
P̃ (k, t) = P̃ (k, 0) exp(�Dk2t), with P̃ (k, 0) = exp(�iky0),

if one uses the initial condition (II.57). Consequently

P (y, t) =
1

2⇤

⇧ +⇥

�⇥
dk exp(ik[y � y0]) exp(�Dk2t).

This inverse Fourier transform can be easily performed2 and one finds

P (y, t) =
1⇤

4⇤Dt
exp

⇤
�(y � y0)2

4Dt

⌅
(II.60)

1Norbert Wiener, American mathematician, 1894 – 1964.
2One uses that f(x) = 1�

2�⇥
exp

�
� x2

2⇥2

⇥
⇥ f̃(k) = exp

�
�⇥2k2

2

⇥
and that f(x � x0) ⇥

f̃(k) exp(�ikx0).
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white noise
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The Wiener process

W (t) := h(x(t)� x(0))2i = 2Dt

p(x,t|x0,0) is a transition probability



• Solve Newton’s equation of motion	


• Discretization and iterative solution itérative yields 
trajectories = time series (< 100 ns)

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

vi(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??

MD simulations
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∂ri
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• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

vi(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??Forces: Fi = −

∂U

∂ri

∼ 3.6 nm

Test for a simple liquid

• Simulation of N = 864 argon molecules in the
liquid state at a temperature of 94.4 K and a
pressure of 1 atm.

• Lennard-Jones potential:

U =
∑

ij

4ϵ

([
σ

rij

]12

−
[

σ

rij

]6
)

.

• Trajectory of 100 ps (10000 time steps of 10 fs)
generated with MMTK (K. Hinsen).

• Simulation in the thermodynamicNpT ensemble.

MPI Mainz, July 2004 – p.13/??

A molecular dynamics view of diffusion



Mean square displacement

5. MEAN SQUARE DISPLACEMENT 11

5. Mean square displacement

5.1. Definition and relation with the VACF. The mean square displace-
ment (MSD) of a particle is defined by the relation

W (t) := ⇤(x(t)� x(0))2⌅ (35)

if one considers a displacement in the direction of the x-axis. Since

x(t)� x(0) =

⇤ t

0

dt⇥ v(t⇥),

one can write

W (t) =

⇤ t

0

dt⇥
⇤ t

0

dt⇥⇥ ⇤v(t⇥)v(t⇥⇥)⌅.

Using the definition of the VACF and supposing that v(t) is described by a
stationary stochastic process, such that its autocorrelation function depends
only on time differences, one can write

W (t) =

⇤ t

0

dt⇥
⇤ t

0

dt⇥⇥ cvv(t
⇥ � t⇥⇥).

A more useful expression can be obtained by introducing the new variables

u = t⇥ � t⇥⇥,

v = t⇥⇥.

The corresponding Jacobi matrix is thus given by

J =

�
�u
�t�

�u
�t��

�v
�t�

�v
�t��

⇥
=

�
1 �1

0 1

⇥
.

For the determinant of J one obtains thus |J| = 1 and the volume element is
thus transformed as dudv = |J|dt⇥dt⇥⇥ = dt⇥dt⇥⇥. In the new variables u et v the
MSD takes now the form

W (t) =

⇤ t

0

dv

⇤ t�v

�v

du cvv(u).

The Fig. 2 shows that one may also write

W (t) =

⇤ t

0

du

⇤ t�u

0

dv cvv(u)
⌃ ⇧⌅ ⌥

triangle 1

+

⇤ 0

�t

du

⇤ t

�u

dv cvv(u)

⌃ ⇧⌅ ⌥
triangle 2

.

With a new variable change u ⇥ �u for the integration over triangle 2 one
finds

W (t) = 2

⇤ t

0

du (t� u)cvv(u) (36)

Long-time limit           
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convolution integral is

(f ⇥ g)(t) :=

⇤ t

0

d⇤ f(t� ⇤)g(⇤), (42)

where f(t) = �(t)f(t) and g(t) = �(t)g(t). It is easy to prove that

L{(f ⇥ g)(t), t, s} = f̂(s)ĝ(s). (43)

Applying the above convolution theorem to relation (37) yields thus

Ŵ (s) =
2kBT

M

⌅̂(s)

s2
, (44)

since L{t2, t, s} = 1/s2. For a freely diffusing Brownian particle we have ⌅(t) =
exp(�⇥t), and the corresponding Laplace transform is given by

⌅̂(s) =
1

s + ⇥
. (45)

Inserting the above expression into (44) yields thus

Ŵ (s) =
2kBT

M

1

s2(s + ⇥)
(46)

and an inverse Laplace transform leads to the MSD in the time domain,

W (t) =
2kBT

M

�
exp(�⇥t)� 1 + ⇥t

⇥2

⇥
(47)

For times much longer than the inverse relaxation rate, t ⇧ ⇥�1, the MSD
grows linearly with time

W (t) ⇤ 2Dt (48)

Here D is the diffusion constant

D =
kBT

M⇥
=

kBT

�
(49)

and the above relation is called the Einstein relation. Fig 3 illustrates the form of
the MSD for a freely diffusing Brownian particle. The linear growth with time
is attained for t ⇧ ⇥�1. If, in contrast, t ⌅ ⇥�1 one can approximate exp(�⇥t) ⇤
1� ⇥t + (⇥t)2/2. In this one finds

W (t) ⇤ ⌦v2↵t2 =
kBT

M
t2 (50)

which shows that the MSD grows ⌃ t2. Fig 3. shows indeed a parabolic form
of the MSD in the initial phase.

Short-time limit           
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Applying the above convolution theorem to relation (37) yields thus
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Kubo formula for the diffusion coefficient

D =

Z 1

0
dt hv(t)v(0)i

VACF MSD

W (t) = 2

Z t

0
dt0 (t� t0)hv(t0)v(0)i



∼ 3.6 nm

Towards Brownian dynamics

One particle with mass
M > m and size d > d0

G.R. Kneller, K. Hinsen, and G. Sutmann, J Chem Phys 118, 5283 (2003).
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Generalized Langevin equation

Incorporate memory effects (R. Zwanzig, 1961):

d

dt
v(t) = −

∫ t

0
dτ ξ(t − τ)v(τ) + f+(t),

The force f+(t) is uncorrelated with the velocity,

⟨v(0)f+(t)⟩ = 0,

but has a priori a deterministic time evolution. One
obtains the memory function equation (ME)

=⇒ ψ̇(t) = −
∫ t

0
dτ ξ(t − τ)ψ(τ).

MPI Mainz, July 2004 – p.5/??
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Memory function

In the memoryless case one retrieves the Langevin equation

ξ(t) = γδ(t)

Brownian motion

Langevin equation (P. Langevin, 1908):

d

dt
v(t) = −γv(t) + fr(t),

where f(t) is white noise with zero mean,

⟨fr(t)fr(t
′)⟩ =

2γkBT

m
δ(t − t′).

Time scale separation

⟨v(0)fr(t)⟩ = 0 =⇒ ψ(t) = exp(−γt).

MPI Mainz, July 2004 – p.4/??

Generalized Langevin equation



Microscopic description of the 
memory function

COMMUNICATIONS

Scaling of the memory function and Brownian motion

G. R. Kneller
Centre de Biophysique Moléculaire, CNRS UPR 4301 Rue Charles Sadron,
F-45071 Orléans Cedex 2, France

G. Sutmann
Central Institute for Applied Mathematics (ZAM) and John von Neumann Institute for Computing (NIC)
Research Centre Jülich, D-52425 Jülich, Germany

!Received 17 October 2003; accepted 26 November 2003"

It has been recently shown that the velocity autocorrelation function of a tracer particle immersed

in a simple liquid scales approximately with the inverse of its mass #J. Chem. Phys. 118, 5283
!2003"$. With increasing mass the amplitude is systematically reduced and the velocity

autocorrelation function tends to a slowly decaying exponential, which is characteristic for

Brownian motion. We give here an analytical proof for this behavior and comment on the usual

explanation for Brownian dynamics which is based on the assumption that the memory function is

proportional to a Dirac distribution. We also derive conditions for Brownian dynamics of a tracer

particle which are entirely based on properties of its memory function. © 2004 American Institute

of Physics. #DOI: 10.1063/1.1642599$

Recently, a numerical method was published which al-

lows one to extract memory functions reliably from molecu-

lar dynamics simulations.1,2 The concept of memory func-

tions was introduced by Zwanzig to describe the dynamics of

liquids in terms of a generalized Langevin equation.3,4 The

method proposed in Refs. 1 and 2 is based on an autoregres-

sive model for the time series of the dynamical variable un-

der consideration. This approach was used to examine under

which conditions the dynamics of a tracer particle in a

simple solvent can be described by Brownian dynamics.5 For

this purpose both the size and the mass of the tracer particle

were varied independently. It was demonstrated that the size

of a tracer particle strongly influences the form of its velocity

memory function, whereas a change of its mass leads essen-

tially to a global scaling of the latter. With increasing mass

the amplitude of the memory function is reduced and the

corresponding velocity autocorrelation function !VACF"
tends to a slowly decaying exponential. The smaller the

tracer particle, the stronger the effect. The scaling behavior

for the memory function is exactly understood for time t

!0,4 and more subtle finite size effects predicted by Español
and Zuñiga6 could be reproduced in Ref. 5. As far as we

know, a scaling of the memory function for all times upon a

change of the particle mass has not yet been reported.

Usually the tendency towards an exponential VACF is

explained by assuming an increasingly short-ranged memory

function, whereas we find that the amplitude of the memory

function is globally reduced with increasing mass. This is not

a contradiction, since the memory function decays rapidly

relative to the VACF. To discuss this point in more detail we

start from the memory function equation for the VACF which

has been derived by Zwanzig3,4

%̇! t "!"!
0

t

d&'! t"&"%!&". !1"

Here %(t) is the normalized VACF of one Cartesian compo-
nent v(t) of the particle velocity

%! t "!
(v! t "v!0 ")

(v2)
!2"

and '(t) is the corresponding memory function. The latter
can be expressed as '(t)!(v̇ exp(i#1"P$Lt) v̇)/(v2). Here
L is the Liouville operator of the system and P is a projector.
Its action on an arbitrary function in phase space f is defined

through Pf!v(v f )/(v2) . Details about the derivation of
'(t) can be found in the book of Boon and Yip.4 It is impor-
tant to note that the memory function equation defined in Eq.

!1" is exact. The classical Brownian dynamics approximation
of %(t) is retrieved by setting '(t)!*+(t), such that

%̇! t "!"*%! t " !3"

and %(t)!exp("* t). It must be emphasized that an expo-
nential form for %(t) is an approximation. Since %(t) is an
even differentiable function it follows that

%̇!0 "!0. !4"

With %(t)!exp("* t) one finds, however, %̇(0)!"* . This
contradiction shows that an exponentially decaying VACF

cannot be valid on all time scales and motivates the intro-

duction of a coarse grained time scale for Brownian dynam-

ics.

Let us now study the influence of a global scaling of the

memory function, as observed in our computer simulations,

and the effect on the corresponding VACF. We emphasize

that we do not aim at giving an explanation for the scaling

behavior of '(t). The goal is here to show why the observed
scaling behavior leads to exponential VACFs. For this pur-

pose we consider the Laplace transform of %(t), which is
defined as

JOURNAL OF CHEMICAL PHYSICS VOLUME 120, NUMBER 4 22 JANUARY 2004

16670021-9606/2004/120(4)/1667/3/$22.00 © 2004 American Institute of Physics
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Projector:

Liouville	

operator

L = i
∑

α

∂H

∂xα

∂

∂pα
− ∂H

∂pα

∂

∂xα

⇠(t) =
hv̇ exp(i(1� P)Lt)(1� P)v̇i

hv2i



Memory function equation

Mass and size effects on the memory function of tracer particles

G. R. Kneller and K. Hinsen
Centre de Biophysique Moléculaire, CNRS UPR 4301, Rue Charles Sadron,
F-45071 Orléans Cedex 2, France

G. Sutmann
Central Institute for Applied Mathematics (ZAM) and John von Neumann Institute for Computing (NIC),
Research Centre Jülich, D-52425 Jülich, Germany

!Received 2 October 2002; accepted 29 January 2003"

Using autoregressive modeling of discrete signals, we investigate the influence of mass and size on

the memory function of a tracer particle immersed in a Lennard-Jones liquid. We find that the

memory function of the tracer particle scales with the inverse reduced mass of the simulated system.

Increasing the particle’s mass leads rapidly to a slow exponential decay of the velocity

autocorrelation function, whereas the memory function changes just its amplitude. This effect is the

more pronounced the smaller and the heavier the tracer particle is. © 2003 American Institute of

Physics. #DOI: 10.1063/1.1562620$

Diffusion of particles in liquids is one of the most fun-

damental transport processes studied in physical chemistry

and biology. For many chemical reactions in liquids diffu-

sion is the rate-limiting step. All measurable quantities rel-

evant to diffusion of a tracer particle in a liquid can be ex-

pressed in terms of its !normalized" velocity autocorrelation
function

%! t "&
'v!0 "v! t "(

'v2!0 "(
. !1"

Here v(t) is one Cartesian component of the velocity of the
tracer particle and '...( denotes a thermal average. As Zwan-
zig has shown,1 one can derive a formal equation of motion

for %(t),

d%

dt
!"!

0

t

d)*! t")"%!)". !2"

The kernel *(t) is the memory function and !2" is called the
memory function equation. The memory function can for-

mally be expressed in terms of microscopic variables,1,2

*! t "!
'v̇ exp! i#1"P$Lt "v̇(

'v2(
, !3"

where L is the Liouville operator of the system and P is a

projector whose action on an arbitrary function in phase

space, !, is defined through

P!!v
'v!(
'v2(

. !4"

In the past, various models for the velocity autocorrelation

function !VACF" have been developed on the basis of the
memory function equation !2". In the simplest case one sets
*(t)!+,(t) which leads to an exponential form for the

VACF, %(t)!exp("+t). This result is well-known from the

Langevin theory of diffusion.3,4 An overview over more in-

volved models for *(t) leading to the nonexponential VACFs
of liquids can be found in Ref. 2.

An important question from a practical and theoretical

point of view is to know how the nonexponential behavior of

the VACF of a diffusing particle is related to its size and

mass, in other words, at which point a simplified Langevin

description of the tracer particle becomes appropriate. To an-

swer this question, we use the information available from

molecular dynamics !MD" simulations of liquids. The com-
putation of memory functions from MD simulations has been

described recently in Ref. 5, and we refer to this article for

technical details and references. MD simulations yield trajec-

tories of time dependent observables on a discrete time axis,

t!n-t , where -t is the simulation time step or a multiple of
it. The starting point to compute memory functions is thus a

discrete version of Eq. !2",

%!n#1 ""%!n "

-t
!" .

k!0

n

-t*!n"k "%!k ". !5"

In very much the same way as the Laplace-transformed

memory function equation is used for the development of

analytical models of %(t), the z-transform of the discrete

memory function equation !5" can be used for numerical
studies. In particular, it can be solved for the z-transformed

memory function,

/$!z "!
1

-t2 " z

0$!z "
#1"z # , !6"

where /$(z) is defined as

/$
!AR"!z "& .

n!0

1

*!AR"!n "z"n. !7"

The above equation is, of course, only useful if 0$(z) and

the inverse z-transform of /$(z) can be computed. As it has

been shown in Ref. 5, this can be achieved by describing the

underlying time series v(n) as an autoregressive !AR" sto-
chastic process of order P,

JOURNAL OF CHEMICAL PHYSICS VOLUME 118, NUMBER 12 22 MARCH 2003
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Developing analytical models

• Laplace-transformed ME

ψ̂(s) =
1

s + ξ̂(s)
.

• The simplest model – no memory

ξ(t) = γδ(t) −→ ξ̂(s) = γ.

Therefore

ψ̂(s) =
1

s + γ
−→ ψ(t) = exp(−γt).

MPI Mainz, July 2004 – p.6/??

ψ̂(s) =
∫ t

0
dt exp(−st)ψ(t)

 Laplace transform



  Compute         in a time window                  by polynomial division, using	


  Estimate         by autoregressive (AR) modeling 

Solving the discrete memory function equation

Mass and size effects on the memory function of tracer particles

G. R. Kneller and K. Hinsen
Centre de Biophysique Moléculaire, CNRS UPR 4301, Rue Charles Sadron,
F-45071 Orléans Cedex 2, France

G. Sutmann
Central Institute for Applied Mathematics (ZAM) and John von Neumann Institute for Computing (NIC),
Research Centre Jülich, D-52425 Jülich, Germany

!Received 2 October 2002; accepted 29 January 2003"

Using autoregressive modeling of discrete signals, we investigate the influence of mass and size on

the memory function of a tracer particle immersed in a Lennard-Jones liquid. We find that the

memory function of the tracer particle scales with the inverse reduced mass of the simulated system.

Increasing the particle’s mass leads rapidly to a slow exponential decay of the velocity

autocorrelation function, whereas the memory function changes just its amplitude. This effect is the

more pronounced the smaller and the heavier the tracer particle is. © 2003 American Institute of

Physics. #DOI: 10.1063/1.1562620$

Diffusion of particles in liquids is one of the most fun-

damental transport processes studied in physical chemistry

and biology. For many chemical reactions in liquids diffu-

sion is the rate-limiting step. All measurable quantities rel-

evant to diffusion of a tracer particle in a liquid can be ex-

pressed in terms of its !normalized" velocity autocorrelation
function
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Here v(t) is one Cartesian component of the velocity of the
tracer particle and '...( denotes a thermal average. As Zwan-
zig has shown,1 one can derive a formal equation of motion

for %(t),
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The kernel *(t) is the memory function and !2" is called the
memory function equation. The memory function can for-

mally be expressed in terms of microscopic variables,1,2

*! t "!
'v̇ exp! i#1"P$Lt "v̇(

'v2(
, !3"

where L is the Liouville operator of the system and P is a

projector whose action on an arbitrary function in phase

space, !, is defined through
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In the past, various models for the velocity autocorrelation

function !VACF" have been developed on the basis of the
memory function equation !2". In the simplest case one sets
*(t)!+,(t) which leads to an exponential form for the

VACF, %(t)!exp("+t). This result is well-known from the

Langevin theory of diffusion.3,4 An overview over more in-

volved models for *(t) leading to the nonexponential VACFs
of liquids can be found in Ref. 2.

An important question from a practical and theoretical

point of view is to know how the nonexponential behavior of

the VACF of a diffusing particle is related to its size and

mass, in other words, at which point a simplified Langevin

description of the tracer particle becomes appropriate. To an-

swer this question, we use the information available from

molecular dynamics !MD" simulations of liquids. The com-
putation of memory functions from MD simulations has been

described recently in Ref. 5, and we refer to this article for

technical details and references. MD simulations yield trajec-

tories of time dependent observables on a discrete time axis,

t!n-t , where -t is the simulation time step or a multiple of
it. The starting point to compute memory functions is thus a

discrete version of Eq. !2",
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In very much the same way as the Laplace-transformed

memory function equation is used for the development of

analytical models of %(t), the z-transform of the discrete

memory function equation !5" can be used for numerical
studies. In particular, it can be solved for the z-transformed

memory function,
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where /$(z) is defined as
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The above equation is, of course, only useful if 0$(z) and

the inverse z-transform of /$(z) can be computed. As it has

been shown in Ref. 5, this can be achieved by describing the

underlying time series v(n) as an autoregressive !AR" sto-
chastic process of order P,
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Finding the zeros of p(z) then amounts to finding the eigen-

values of P. The latter task can be performed by using stan-

dard linear algebra packages. We found that the zeros can be

reliably computed up to at least P!1000.

III. COMPUTING THE MEMORY FUNCTION

A. Discretized memory function equation
and z transform

The defining equation for the memory function reads23

d

dt
#! t "!"$

0

t
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where #($) is the normalized autocorrelation function given
by Eq. !16" and %(t"$) is the memory function for time-
shifted arguments.

The first step towards a numerical computation of the

memory function consists of discretizing Eq. !26"
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Equation !27" is now subjected to a one-sided z trans-

form. Using that
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for any discrete function f (n) whose one-sided z transform

exists, one obtains from !27"
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using that #(0)!1. Here it has been used that the one-sided
z transform of the discrete convolution integral is just the

product *$(z)+$(z).

A remark concerning the discretization scheme !27" is in
place here. The discrete convolution sum is effectively a

first-order approximation of the convolution integral. More

sophisticated approximations could be used, but they would

lead to less convenient expressions upon z transformation.

Correspondingly, we have chosen a first-order approximation

for the differentiation on the left-hand side of !26". In this
way the first order !integro-" differential equation !26" is
transformed into the first-order difference equation !27".

B. Memory function for the autoregressive model

To compute +$(z) we use the AR model !23" for
# (AR)(n) and write
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where the coefficients , j read
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By definition, +$
(AR)(z) is then given by
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Now inserting expression !32" into Eq. !29" yields a rational
function in z for *$(z):
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*$
(AR)(z) is a rational function in z whose numerator and

denominator polynomial coefficients can easily be con-

structed algorithmically from the numerical values of the , j .

A straightforward method to obtain the discrete time series

% (AR)(n) from this rational function is to use polynomial di-

vision. In order to compute %(n) for 01n1N , zN*$
(AR)(z)

is divided out, yielding a polynomial in z and a remainder in

which we are not interested. The polynomial is then divided

by zN, and comparison with the definition of the z transform

shows that its coefficients are just the values of the time

series % (AR)(n). This method is applicable only to causal
functions whose z transforms are power series in z"1.

The only difficulty with this inversion method is a pro-

gressive loss of precision with increasing n, which makes the

inversion unstable for large P and N. Unfortunately this

fundamental problem is shared by other inversion methods.

An approach based on residue calculus similar to Eq. !23"
turned out to be even less stable, as did an attempt to obtain

% (AR)(n) from a linear system of equations involving the

polynomial coefficients of *$
(AR)(z), even using a stable

linear-equation solver based on singular value decomposi-

tion. Therefore, we resorted to performing all calculations of

memory functions in the time domain for P$85 with high-
precision floating-point numbers having a 150-bit mantissa.

C. Transport coefficients

The transport coefficient associated with the memory

function Eq. !26" is the friction constant. It is defined as

%0!$
0

0

d$ %!$". !34"

The corresponding expression for the discretized memory

function is then

%0! '
n!0

0

&t%!n "!&t*$!1 ". !35"

Inserting expression !33" for *$(z) into the right-hand side

of Eq. !35" yields
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Autoregressive model for the VACF

• AR model

v(t) =
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• Characteristic polynomial
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• z-transformed VACF
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Multiplying !8" with v(t"n$t) and performing a thermal
average yields a set of linear equations for the predictor co-

efficients, an
(P) (n!1,...,P). The resulting linear equations,

which read &n!1
P an

(P)'(!k"n!$t)!'(k$t) (k!1,...,P),
are known as the Yule–Walker equations.6 They require the

knowledge of '(t), which can be computed from the MD

trajectory. The square amplitude (P
2 of the white noise %P(t)

is given by (P
2!1"&n!1

P an
(P)'(n$t). In our studies we use

the Burg algorithm,6–8 which takes the time series v(k$t) as
input and estimates '(t) as well as (P

2 implicitly. Within the

AR model the !unilateral" z-transformed discrete VACF has
the simple form5
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and z j are the zeros of the characteristic polynomial

p!z "!zP" #
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P
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In the following p(z) is assumed to have P distinct zeros

which fulfill the stability criterion !zk!%1. The latter is guar-
anteed by the Burg algorithm. The memory function in

the time domain is now obtained by inserting !9" into !6"
and computing -(n) from !7" by polynomial division.9 The
latter step is motivated by the definition !7" of .$

(AR)(z).

Within the AR model the zeros of p(z), i.e., the poles of

)$
(AR)(z), also determine the VACF on the positive time

axis. Inverse z-transformation of !9" yields

'!n "!
1

2/i "Cdz zn"1)$
!AR"!z "!#

j!1

P

* jz j
n !12"

for n00. The integration contour is any closed path contain-
ing all poles of )$

(AR)(z).

Applying the method described above, we have com-

puted the memory function of a tracer particle immersed in

liquid argon at a temperature of 90.0 K. The interactions

between the fluid particles are described by a Lennard-Jones

potential and those between the tracer particle and the fluid

by distance-shifted version of the same potential

FIG. 1. Memory functions of the tracer particle for mass ratio M /m!1 !a", M /m!10 !b", M /m!100 !c", and M /m!1000 !d", respectively, and different
particle sizes. The diameter of the tracer particle is d!21/6(#1 with (!0.295 99 nm. The insets show the corresponding normalized velocity autocorrelation
functions, '(t).
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Scaling of the memory function

Table I shows the comparison for different masses and sizes

of the tracer particle. The results show that the exponential fit

is the better the smaller and the heavier the tracer particle is.

Since !"0# is the essential parameter determining the
form of $(t), it is worthwhile to examine its scaling behav-
ior in more detail. As Español and Zuñiga have shown,12 the

average square momentum of a tracer particle which is im-

mersed in a solvent containing a finite number of particles,

N, is given by %p2&!kBT' , where '!(M•Nm)/(Nm
"M ) is the reduced mass of the system solute/solvent. Writ-

ing v!p/M and v̇!F/M , one obtains from "3#

!"0 #!
%F2&
'kBT

. "18#

Since the average squared force on the tracer particle does

not depend on its mass, it follows that !"0# should scale with
1/'. With the exception of M /m!1000 and d!d0 the scal-

ing behavior "Table II# follows the theoretical prediction and
shows in particular that the appearance of the reduced mass

instead of M in "18# is essential if the mass of the tracer
particle represents a substantial fraction of the solvent mass.

We attribute the exception to an insufficient thermalization of

the tracer particle which is not only very massive, but also

exposes only a very small surface to its neighbors. In this

extreme case the thermalization process is extremely slow

and probably not even achieved after several million time

steps. Equation "18# also shows that the cage effect, i.e., the
oscillations in the VACF, is enhanced with increasing size of

the tracer particle. In this case the mean square force on the

tracer particle is increasing since more solvent molecules in-

teract with it.

We tested the validity of the initial value !"0# by exploit-

ing the relation !(0)!#$̈(0). For this test we used a direct
estimation of $(n) from the MD trajectory and computed its
negative curvature at t!0 by numerical differentiation, us-
ing the central difference scheme. Table III shows the results

for different masses and sizes of the tracer particle. Again,

except for M /m!1000 and the smallest size d!d0 , remark-

able agreement is achieved in all cases.

This Communication has revealed that the exponential

behavior of the VACF of a diffusing tracer particle is essen-

tially attained by a change in amplitude of the memory func-

tion, and not by a change in form towards a Dirac distribu-

tion, as postulated in the Langevin model. The memory

function is essentially scaled by the inverse reduced mass of

the tracer particle. This illustrates nicely a conjecture of Es-

pañol and Zuñiga12 who demonstrated that the average

square momentum scales with the reduced mass if the num-

ber of solvent particles is finite. The latter is an important

point in computer simulations. With increasing mass of the

tracer particle, the amplitude of the memory function be-

comes rapidly small, such that its form does not matter for

$(t), which becomes an exponential. The study has also
shown that the size of a diffusing tracer particle does influ-

ence the amplitude and the form of the memory function.

With increasing size the cage effect is enhanced and leads to

stronger oscillations in $(t). The paper has confirmed that
the AR model is a reliable basis for computing correlation

functions, and moreover a versatile tool to compute quanti-

ties such as the memory function, which cannot be computed

directly from molecular dynamics computer simulations.
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Table I shows the comparison for different masses and sizes

of the tracer particle. The results show that the exponential fit

is the better the smaller and the heavier the tracer particle is.

Since !"0# is the essential parameter determining the
form of $(t), it is worthwhile to examine its scaling behav-
ior in more detail. As Español and Zuñiga have shown,12 the

average square momentum of a tracer particle which is im-

mersed in a solvent containing a finite number of particles,
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not depend on its mass, it follows that !"0# should scale with
1/'. With the exception of M /m!1000 and d!d0 the scal-

ing behavior "Table II# follows the theoretical prediction and
shows in particular that the appearance of the reduced mass

instead of M in "18# is essential if the mass of the tracer
particle represents a substantial fraction of the solvent mass.

We attribute the exception to an insufficient thermalization of

the tracer particle which is not only very massive, but also

exposes only a very small surface to its neighbors. In this

extreme case the thermalization process is extremely slow

and probably not even achieved after several million time

steps. Equation "18# also shows that the cage effect, i.e., the
oscillations in the VACF, is enhanced with increasing size of

the tracer particle. In this case the mean square force on the

tracer particle is increasing since more solvent molecules in-

teract with it.

We tested the validity of the initial value !"0# by exploit-

ing the relation !(0)!#$̈(0). For this test we used a direct
estimation of $(n) from the MD trajectory and computed its
negative curvature at t!0 by numerical differentiation, us-
ing the central difference scheme. Table III shows the results

for different masses and sizes of the tracer particle. Again,

except for M /m!1000 and the smallest size d!d0 , remark-

able agreement is achieved in all cases.

This Communication has revealed that the exponential

behavior of the VACF of a diffusing tracer particle is essen-

tially attained by a change in amplitude of the memory func-

tion, and not by a change in form towards a Dirac distribu-

tion, as postulated in the Langevin model. The memory

function is essentially scaled by the inverse reduced mass of

the tracer particle. This illustrates nicely a conjecture of Es-

pañol and Zuñiga12 who demonstrated that the average

square momentum scales with the reduced mass if the num-

ber of solvent particles is finite. The latter is an important

point in computer simulations. With increasing mass of the

tracer particle, the amplitude of the memory function be-

comes rapidly small, such that its form does not matter for

$(t), which becomes an exponential. The study has also
shown that the size of a diffusing tracer particle does influ-

ence the amplitude and the form of the memory function.

With increasing size the cage effect is enhanced and leads to

stronger oscillations in $(t). The paper has confirmed that
the AR model is a reliable basis for computing correlation

functions, and moreover a versatile tool to compute quanti-

ties such as the memory function, which cannot be computed

directly from molecular dynamics computer simulations.
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Here µ is the reduced mass of 
the system solute/solvent
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VACF approaches an exponential function
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Temperature dependent normal and anomalous electron diffusion in porous TiO2 studied

by transient surface photovoltage
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A model system of nanoporous TiO2 sensitized with dye molecules at the outer surface is investigated by
time resolved surface photovoltage !SPV" at temperatures between −120 °C and 270 °C to get information
about electron diffusion over more than 10 orders of magnitude in time. The SPV transients increase in time
due to independent electron diffusion and reach a maximum at a certain peak time due to reaching the
screening length. The increasing parts of the SPV transients are characterized by a power law while the SPV
power coefficient amounts to half of the dispersion parameter of anomalous diffusion. Anomalous diffusion is
observed for times down to the duration time of the laser pulse !150 ps". With increasing temperature, the SPV
power coefficient increases to its saturation value of 0.5 corresponding to normal diffusion. At lower tempera-
tures, the SPV power coefficients decrease with increasing intensity of the exciting laser pulses. The decay of
the SPV transients is determined by thermally activated normal diffusion. The minimal charge transfer time of
an electron back to the positively charged dye molecule amounts to 2 ps which is obtained from thermally
activated logarithmic decays.
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INTRODUCTION

Spatial charge separation as well as electron diffusion
play a crucial role in many biological, chemical, and physical
systems. Charge separation takes place at very different
time and length scales depending on the investigated system.
For example, charge separation may proceed within tens of
fs during ultrafast injection from dye molecules into TiO2
!Ref. 1" or over long times during diffusion in a porous
semiconductor.2 In devices such as nanostructured solar
cells,3,4 it is important to clarify the time and length scales at
which the related processes of initial charge separation, elec-
tron diffusion, and recombination take place, especially con-
sidering the strong energy disorder that affects both the dif-
fusion and recombination of electrons5 in these structures. It
is recognized that the dynamics of electrons photoinjected
from dye molecules into nanoscale semiconductor networks
is composed of a hierarchy of processes spanning many or-
ders of magnitude in time. Normal and anomalous diffusion
belong to these processes.

Techniques operating in the low frequency range
!10 mHz–1000 Hz" such as impedance spectroscopy or
itensity-modulated photocurrent spectroscopy6 provide mac-
roscopic parameters that are time and spatial averaged
with respect to the microscopic processes. The latter are re-
solved separately in fast optical pump-probe experiments
!10 ns–10 ms", for example, monitoring the decay of the
photoinduced dye cation excited by a laser pulse.5 However,
direct information about the spatial separation of carriers
cannot be obtained from an optical measurement itself. In
contrast, the surface photovoltage !SPV" technique7 is a lo-
cally sensitive technique and it can be used to study the
spatial charge separation induced by diffusion even over very
short distances of the order of a nm.

In previous work, we showed that independent diffusion
of excess charge carriers plays a dominant role for the for-
mation of strongly retarded SPV transients in nanoporous
TiO2.2 However, a detailed analysis of electron diffusion is
rather difficult in these experiments since both excess elec-
trons and holes were generated in the TiO2 nanoparticles. In
this work, we use a model system of nanoporous TiO2 sen-
sitized with dye molecules at the outer surface !see Fig. 1".
Excess electrons are injected from excited dye molecules
into TiO2 nanoparticles. By this way, light induced positive
charge remains fixed at the surface and electron diffusion can
be investigated in more detail.

In the first part of this work, we give some theoretical
considerations demonstrating the influence of normal diffu-

FIG. 1. Sketch of the investigated structure consisting of an
interconnected network of TiO2 nanoparticles dyed in the outer sur-
face region. The screening length of the system is much shorter than
the sample thickness.
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The chain diffusion between crystalline and amorphous/interfacial regions in semicrystalline
ethylene homo- and copolymers was investigated by means of solid-state NMR. It was found that
the crystalline chain segment diffusion along the chain-folded path is anomalous and can be
characterized by the scaling relation of mean-square displacement, #s2$% t1/2. © 2009 American
Institute of Physics. &DOI: 10.1063/1.3126102'

I. INTRODUCTION

Anomalous diffusion of particles in confined quasi-one-
dimensional geometries, more specifically referred to as the
single-file diffusion, takes place in pores or channels so nar-
row that the individual particles are unable to pass each
other.1–6 As the mutual passage is excluded, the sequence of
particles remains unchanged and the displacement of a given
particle over a long distance requires the collective motion of
many other particles in the same direction, thus leading to
the anomalous behavior of self-diffusion. The single-file dif-
fusion is characterized by the scaling relation of the mean-
square displacement, #x2!t"$=2Ft! with !=1 /2, where F is
the single-file mobility. Single-file diffusion occurs in many
systems such as Markov chains in statistics,1 microfluidic
devices,2 highway traffic flow,3 molecules in zeolites,4,5 ion
transport in biological membranes,6 and colloidal particles in
one-dimensional channel.7

Experimental investigations on scaling behavior of
single-file diffusion have been focused mainly on two sys-
tems: small organic molecules in zeolites4,5,8–10 and colloidal
particles in narrow channels,7,11,12 but the results are still in
contradiction even with apparently the same experimental
conditions. For instance, pulsed-field gradient !PFG" NMR
and quasielastic neutron scattering experiments on organic
molecules in zeolites support either the conjectured scaling
behavior of single-file diffusion or the Einstein relation of
normal diffusion,8–10 even with apparently the same experi-
mental conditions. The single-filing condition, as indicated in
the literature,7,8,12–14 is hard to fulfill experimentally for the
above two systems.

Exploring the properties of the subdiffusion with
#x2!t"$=2Ft1/2 is of great importance not only for under-
standing single-file mechanism itself but also for understand-
ing universal features of both Fickian and non-Fickian diffu-
sions. So far, a generalized fractional diffusion equation
based on continuous time random walk !CTRW" is proposed
and supposed to provide a consistent mathematical generali-
zation of Fick’s equation for !"1 in various complex
systems.15 From the generalized CTRW model, the diffusion

propagator for the subdiffusion with !=1 /2 is not Gaussian.
But this is challenged when the CTRW model is used to deal
with the single-file diffusion of particles. Theoretical analy-
sis, computer simulation, and several experimental results
suggest that single-file diffusion with !=1 /2 has the Gauss-
ian propagator.1,4,7,13,16–18 It seems that single-file diffusion
presents a mechanism different from CTRW.

Single-file diffusion is characterized by highly correlated
motions of diffusants. It should be pointed out that the sub-
diffusions produced by correlated motions in a polymer melt
have been known for decades. There exist two different sub-
diffusions with !=1 /2: !1" #R! 2$% t1/2 with Gaussian propa-
gator for free Rouse segment motion in three-dimensional
space19 and !2" #s2$% t1/2 with s satisfying Gaussian distribu-

tion in curvilinear abscissa !or #R! 2$% t1/4 in three-

dimensional space, but R! does not obey Gaussian distribu-
tion" for the Rouse chain segment motion or reptation
constrained to the tube.19,20 This provides another example
that the subdiffusion of !=1 /2 with highly correlated mo-
tion could not be described by the generalized fractional dif-
fusion equation.

This paper reports an anomalous diffusion in a new class
of system, the semicrystalline ethylene polymers. Linear eth-
ylene homo- and copolymers usually consist of an amor-
phous region and a chain-folded crystalline lamellas.21 In the
lamellar orthorhombic crystalline regions, the chains take
rigid all-trans conformation, and make 180° flip motion
around their chain axes, accompanied by simultaneous trans-
lational hopping along the chain axis.22–26 Hopping along the
chain axis leads to the long-range chain diffusion between
crystalline and amorphous/interfacial regions. The long-
range chain diffusion was demonstrated by two-dimensional
NMR spectrum and by nuclear Overhauser enhancement
!NOE" measurements.22–26 Moreover, this long-distance
chain diffusion is also responsible for the nonexponential
decay behavior of the 13C longitudinal magnetization:22–26

the chain segments inside the crystallite migrate into the
interfacial/amorphous regions where the 13C longitudinal
magnetization decays rapidly via an intrinsic spin-lattice re-
laxation !13C spin-lattice relaxation time T1 of amorphous/
interfacial regions is very short".

a"Author to whom correspondence should be addressed. Electronic mail:
jwfeng@wipm.ac.cn.
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FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.
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W (t) := 2D↵t
↵ ↵ ⇡ 0.74

Subdiffusion of lipids observed by 
Fluorescence Correlation Spectroscopy
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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Subdiffusion of DOPC lipids observed by MD simulation



• 2x137 POPC molecules (10 nm ✕ 10 
nm in the XY-plane)	


• 10471 water molecules (fully hydrated)	


• OPLS force field	


• T=310 K

S. Stachura and G.R. Kneller, Mol Sim. 40, 245 (2013).

MSD for lateral diffusion

ps to ns time scale
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Lipid bilayers are quasi-two-dimensional, highly packed
systems made up of phospholipid molecules, which
undergo thermally driven lateral diffusion and thus con-
stantly reorganize the membrane. The lateral MSD of
membrane lipids typically spans three distinct regimes:
short-time ballistic (! ¼ 2), intermediate subdiffusive
(0< !< 1), and long-time Brownian motion (! ¼ 1)
[23,24]. The long-time diffusive motion of various kinds
of phospholipid molecules in lipid bilayers has been
extensively studied [25,26]. Diffusion of lipids in pure
bilayers occurs in both the liquid disordered and the gel
phases below the melting temperature, the latter with
decreased diffusivity. Moreover, in bilayers mixed with
cholesterols, the diffusivity of the lipids tends to decrease
with higher cholesterol concentration.

Lipid subdiffusion at shorter time scales is compara-
tively poorly understood. In the traditional microscopic
picture, the lateral movement of lipid molecules is assumed
to occur through jumps when sufficient void space is ther-
mally activated at nearest sites [26,27]. Between jumps,
the molecule, caged by its neighbors, undergoes rattling
motion. This CTRW-type jump-diffusion model has been
used to estimate the diffusivities of lipids in the liquid
disordered phase and in bilayers containing cholesterol
[25,26]. However, atomistic simulations [28] and a quasi-
elastic neutron scattering experiment [29] showed that such
jumplike displacements rarely occur, and the lipids move
concertedly with their neighbors as loosely defined clusters.
Moreover, conflicting results were reported on the stochas-
tic nature of the lipid diffusion: References [23,30] demon-
strated that the lipid motion is consistent with FLE
dynamics, whereas Ref. [31] claimed to observe CTRW-
type motion governed by non-Gaussian fluctuations and
scale-free rattling dynamics.

Lipid bilayers of 128 phospholipid molecules were
studied by molecular dynamics simulations under periodic
boundary conditions; for details, see the Supplemental
Material [32]. We used three pure single component lipid
bilayers composed of DSPC, SOPC, and DOPC phospho-
lipids in the liquid disordered phase [33]. We also studied
these systems with additional 32 cholesterols (20% molar
concentration) in the liquid ordered phase. A pure mem-
brane of 288 DSPCmolecules was also simulated in the gel
phase. Figure 1 shows typical snapshots in the three phases.
In this work, we focus on the characterization of the lipid
diffusion. To that end, we note that during the simulation
the centers of mass of the upper and lower lipid layers
undergo free, independent translational motion (Fig. S1),
as reported previously [31,34]. Free center of mass diffu-
sion causes apparent normal diffusion of individual lipid
molecules at longer times, irrespective of their actual
diffusion characteristics. To avoid this, we analyze the
relative motion rðtÞ from the center of mass of lipids and
cholesterols. Figures S2, S5, and S11 in the Supplemental
Material show sample trajectories.

From individual trajectories rðtÞ, we obtained the time-
averaged MSD of lipids typically defined as [3,4,17]

"2ð!Þ ¼ 1

T $ !

Z T$!

0
½rðtþ!Þ $ rðtÞ'2dt; (3)

where ! is the lag time and T the length of the trajectory

(measurement time). Figure 2 shows the mean h"2ð!Þi
taken over the trajectories of all phospholipids, for the
cases of DSPC, SOPC, and DOPC in the absence and
presence of cholesterol. In each case, the result was fitted

by h"2ð!Þi ¼ 4K!!
! at short and long times, respectively.

The corresponding diffusion exponents ! and diffusivities
K! are summarized in Table I. In Fig. 2, the scaling
behaviors for pure DSPC and DOPC at short (solid line)
and long (dashed line) times are indicated. In the absence of
cholesterol, all three types of lipid molecules show similar

FIG. 1 (color online). Final configurations of simulations of
DOPC 338 K (left), DSPC and cholesterols 338 K (middle), and
DSPC 310 K (right) in the liquid disordered, liquid ordered, and
gel phases, respectively (note the difference in packing states).
Each color (gray scale) represents a different phospholipid.
Explicit water molecules correspond to the upper and lower
transparent coatings. Cholesterols appear in white (middle) and
Naþ and Cl$ ions as blue (darker) spheres (right).

(
)

(
)

FIG. 2 (color online). Time-averaged MSDs h"2ð!Þi of DSPC,
SOPC, and DOPC in liquid phase bilayers. Each curve repre-

sents the mean of individual "2ð!Þ taken over all trajectories of
128 phospholipids in the bilayer. (a) Cholesterol-free case.
(b) With cholesterol. The results were fitted separately to

h"2ð!Þi ¼ 4K!!
! in the regimes of short [0:01 . . . 1 ns] and

long times [10; . . . ; 100 ns]. Fit results for ! and K! are sum-
marized in Table I.
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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conditions we introduce the functions

f(t) =

∫ t

0

dτ cvv(τ), (26)

g(t) =

∫ t

0

dτ κ(τ). (27)

One recognizes that f(∞) = D and g(∞) = η in case of normal unconfined diffusion.

Defining the slowly varying functions

Lf (t) = αDαL(t), (28)

Lg(t) =
⟨v2⟩

DαΓ(2 − α)Γ(α + 1)L(t)
, (29)

and using that f̂(s) = ĉvv(s)/s and ĝ(s) = κ̂(s)/s, we obtain the following equivalences from

(10), (20), and from the HLK theorem (6),

f̂(s)
s→0
∼ Lf (1/s)

Γ(α)

sα
⇔ f(t)

t→∞

∼ Lf (t)t
α−1, (30)

ĝ(s)
s→0
∼ Lg(1/s)

Γ(2 − α)

s2−α
⇔ g(t)

t→∞

∼ Lg(t)t
1−α. (31)

Note that if L(t) is a slowly varying function, the same is true for 1/L(t). On account of (26)

and (27), differentiation of f(t) and g(t) for large times leads to necessary conditions for the

asymptotic forms of the VACF and its memory function. Observing that limt→∞ t dL/dt = 0,

one obtains

cvv(t)
t→∞

∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞

∼
⟨v2⟩

Dα

sin(πα)

πα

1

L(t)
t−α. (33)

Applying here the HLK theorem again, one can also conclude that (10) follows from (32)

if 1 < α < 2 and that (20) follows from (33) if 0 < α < 1. Therefore (32) and (33)

are also sufficient conditions for superdiffusion and subdiffusion, respectively. The relations

cvv(t)
t→∞

∼ 0 and κ(t)
t→∞

∼ 0, which arise for α = 0, 1 in case of the VACF and for α = 1 in

case of the memory function, indicate the absence of the corresponding algebraic long time

tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme case of subdiffusion, where

α = 0. The fact that the motions of the diffusing particle take place in a restricted volume

8
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= ⟨v2⟩, we define

τVACF =
(

Dα

⟨v2⟩

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of ⟨v2⟩ = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

≫ τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= ⟨v2⟩, we define

τVACF =
(

Dα

⟨v2⟩

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of ⟨v2⟩ = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

≫ τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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• 10471 water molecules (fully hydrated)	


• OPLS force field	


• T=310 K

S. Stachura and G.R. Kneller, Mol Sim. 40, 245 (2013).

MSD for lateral diffusion

ps to ns time scale

J.H. Jeon, H. Monne, M. Javanainen, and R. Metzler, Phys Rev Lett (2012).
 G.R. Kneller, K. Baczynski, and M. Pasenkiewicz-Gierula, J Chem Phys 135, 141105 (2011).See also
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Visualizing the cage effect in a POPC bilayer



!

The pair Distribution Function 
(PDF), g(r), is proportional to the 
probability of finding a particle 
between distances „r+dr”, from a 
tagged central particle in a liquid.!

Time-dependent PDFs (van Hove 
PDFs), GD(r,t), display the 
dynamic structure in a liquid.!
!

(Van Hove) PDFs can be obtained from scattering experiments 
(neutron scttering, inelastic X-ray scattering)

Image: "The structure of the cytoplasm" from Molecular Biology of the Cell. 
Adapted from D.S. Goodsell, Trends Biochem. Sci. 16:203-206, 1991.

Van Hove correlation function and the „cage” of 
nearest neighbours
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Time-dependent pair correlation function for POPC

Time-dependent Pair Correlation Function Gd(r,t) of POPC lipids (CM) for three time 
slices : t=0 (thick line), t=500 ps (dashed line) and for t=1.5 ns (dotted line). Inset: Log-
log plot for the decay of Gd(r,t) as a function of time for r =0.8 nm.
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Bulk water for comparison....
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G.R. Kneller, J Chem Phys 141, 041105 (2014).

• Consider a tagged particle in a liquid whose

MSD grows as W (t) ⇠ t↵

• Scale its memory function according to

(t) ! �(t)

where � ! 0. This corresponds to increasing

its mass according to m ! m/�.

Scaling approach to anomalous diffusion



Scaling procedure
• The normalized VACF corresponding to the scaled memory function is

 �(t) =
1

2⇡i

I
ds

exp(st)

s+ �̂(s)

s!s/�
=

1

2⇡i

I
ds

exp(s�t)

s+ ̂(�s)
.

• Use that (s)
s!0⇠ s↵�1

such that ̂(�s)
�!0
= �↵�1̂(s) and iterate the

scaling procedure. After n iterations one obtains

 �(t)
�!0⇠ 1

2⇡i

I
du

exp

⇣
��↵�1 . . . �(↵�1)n�1

(t/⌧)u
⌘

u+K(�(↵�1)n�1u)

where

K(u) = u↵�1
and ⌧ =

✓
D↵�(↵+ 1)

hv2i

◆1/(2�↵)

.

• For n ! 1 one obtains the VACF of a Rayleigh particle

 �(t)
�!0⇠ E2�↵

�
��[t/⌧ ]2�↵

�
where E⇢(z) =

1X

k=0

zk/�(1 + ⇢k).



FIG. 1:

FIG. 2:
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III. ILLUSTRATIONS

In the following some examples for spatially unconfined and confined diffusion will be

discussed which illustrate how the various asymptotic forms of the MSD can be generated

from a simple model for the memory function associated to the VACF, i.e. from different

types of “cages”.

A. Free diffusion

The memory function for confined diffusion is assumed to have the form

κf (t) = Ω2M(α, 1,−t/τ), (39)

where M(a, b, z) is Kummer’s hypergeometric function,47 Ω has the dimension of a frequency

and τ > 0 sets the time scale. The Kummer function is regular in the whole complex plane

and it has the properties M(0, b, z) = 1 and M(a, a, z) = exp(z). If α is varied between

0 and 1, the model thus interpolates between a constant and an exponentially decaying

memory function. It is worthwhile noting that the latter model has been proposed long time

ago by Berne et al.48 to qualitatively describe the VACF of simple liquids obtained from

molecular dynamics simulations.49

Due to the analytical properties of the Kummer function the Laplace transform of κf(t)

has a particularly simple form,

κ̂f (s) = Ω2

{

τα

s1−α

1

(sτ + 1)α

}

, (40)

showing that

κ̂f (s)
s→0
∼ Ω2ταsα−1. (41)

From the general form (20) of the Laplace transformed memory function one can thus

conclude that α is the exponent for the asymptotic growth of the MSD with time, W (t) ∼

2Dαtα, and that the fractional diffusion constant for the model is given by

Dα =
⟨v2⟩

Γ(1 + α)Ω2τα
. (42)

It follows, moreover, from the asymptotic form of the Kummer function for large arguments z
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that

κf(t)
t→∞

∼

⎧

⎪

⎨

⎪

⎩

Ω2 (t/τ)−α

Γ(1−α) , α ̸= 1,

Ω2 exp(−t/τ), α = 1.
(43)

These properties are compatible with condition (33), noting that an exponential decay

amounts to saying that κ(t) ∼ 0 for large times. Fig. 1 shows the normalized model memory

function, κf (t)/κf(0), for α = 1/2, 1, 3/2 (dashed, solid, and dotted line, respectively). One

notices the positive log time tail in case of subdiffusion and the negative long time tail in

case of superdiffusion. Here and in the following τ is set to one arbitrary time unit.

The VACFs and the MSDs corresponding to (39) have been computed by inverse Laplace

transform of expressions (18) and (9), respectively, using computer aided symbolic calcu-

lation.50 For this purpose the analytical expression (40) for κ̂(s) was replaced by a Padé

approximation,

κ̂f (s) ≈

∑Ma

k=0 ak(s − s0)k

∑Mb

k=0 bk(s − s0)k
, (44)

in order to obtain rational expressions for ĉvv(s) and Ŵ (s). Choosing s0 = 1 and Ma =

Mb = 7, the relative error of the inverse Laplace transform of (44) compared to the exact

form (39) is smaller than 5 × 10−3 for 0 ≤ t < 50 τ . The calculations were performed with

Ω = 1.5/τ and ⟨v2⟩ = 1/τ 2. Fig. 2 show the results for the VACFs, where the positive long

time tail in the VACF corresponding to superdiffusive motion (dotted line) is well visible.

The corresponding MSDs are displayed in Fig. 3 (solid lines), together with the the limiting

forms, W∞(t) = 2Dαtα and the common ballistic short time form, Wb(t) = ⟨v2⟩t2 (dotted

lines). The above results demonstrate that the model memory function generates all regimes

for unconfined diffusion and that the general conditions (32) and (33) for the asymptotic

forms of the VACF and the memory function, respectively, are fulfilled.

B. Spatially confined diffusion

The memory function for spatially confined diffusion is chosen to be

κc(t) = Ω2 {r + (1 − r)M(β, 1,−t/τ)} , (45)

where 0 < r < 1 and 0 < β ≤ 1. It resembles the one for unconfined subdiffusion, but in

contrast to the latter it decays to a finite plateau value, κc(∞) = Ω2r. Its asymptotic form

12

G. Kneller, J. Chem. Phys., vol. 134, p. 224106, 2011.

model memory function

asymptotic form

Kummer function

Simple model for the memory function 
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FIG. 2. Velocity autocorrelation functions ψλ(t) for different scaling fac-
tors λ (solid lines) and corresponding asymptotic approximations (23)
(dashed lines). From top to bottom α = 1/2, 1, 3/2, from left to right λ =
1, 0.2, 0.02. The amplitude of the memory function (Eq. (24)) is chosen as
$ = 1/τm, such that τ = τm.

counterpart for normal diffusion, and that the model leads to
a nearly perfect approximation of the “real” VACF if the time
scales τλ and τ are separated by about two orders of magni-
tude. Computer simulations of lipid bilayers, where the lipid
molecules exhibit anomalous lateral diffusion, have shown
that τ is of the order of picoseconds,30 which is extremely
short compared to the millisecond time scale on which these
motions are usually studied experimentally.31 In this situa-
tion the anomalously diffusing Rayleigh article is an excel-
lent model, but it should be kept in mind that it cannot be
valid on arbitrarily short time scales, where it becomes even
unphysical since the derivatives c(k)(0) all diverge, although
they represent physical quantities.14, 26

In this Communication, an exact model-free derivation of
the VACF for an anomalously diffusing particle has been pre-
sented for the case that the motions of the particle are much
more slower than those of the molecules in the surrounding
solvent. Here the asymptotic form of its MSD is supposed to
be known. The effect of the time scale separation on the VACF

has been illustrated for a simple model system. At present,
the prediction of anomalous diffusion on the basis of general
physical properties of a solute–solvent system is still a chal-
lenge.
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Approaching the limiting VACF



Anomalous confined diffusion 

• The limiting form for the VACF of a massive Brownian particle in a solvent of light
molecules is

 (t) ⇠ E2�↵

�
�[t/⌧�]

2�↵
�
, 0 < ↵ < 2,

where ⌧� = ⌧/�1/(2�↵) and

⌧ =

✓
�(↵+ 1)D↵

hv2i

◆1/(2�↵)

.

• The case ↵! 0 corresponds to confined diffusion. Here

 (t) ⇠ cos(t/⌧�),

where ⌧� = ⌧/
p
�, with

⌧ =

p
hu2i/hv2i.

Here hu2i ⌘ D0 is the mean square position flotation of the Brownian particle.



The limit α⇾0 for the memory function

224106-4 Gerald R. Kneller J. Chem. Phys. 134, 224106 (2011)

Observing that limt→∞ t d L/dt = 0, one obtains

cvv (t)
t→∞∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞∼

〈
v2

〉

Dα

sin(πα)
πα

1
L(t)

t−α. (33)

Applying here the HLK theorem again, one can also conclude
that Eq. (10) follows from Eq. (32) if 1 < α < 2 and that
Eq. (20) follows from Eq. (33) if 0 < α < 1. Therefore,
Eq. (32) and Eq. (33) are also sufficient conditions for
superdiffusion and subdiffusion, respectively. The relations
cvv (t)

t→∞∼ 0 and κ(t)
t→∞∼ 0, which arise for α = 0, 1 in case

of the VACF and for α = 1 in case of the memory function,
indicate the absence of the corresponding algebraic long time
tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme
case of subdiffusion, where α = 0. The fact that the motions
of the diffusing particle take place in a restricted volume
does, however, certainly not imply that the diffusion process
is anomalous. In contrast to unconfined diffusion, where the
anomalies refer to a deviation of the MSD from an asymp-
totically linear regime, the distinction between normal and
anomalous confined diffusion must be made on the basis of
the function L(t). The latter describes how the MSD and the
memory function converge to their respective plateau values
W (∞) = 2⟨u2⟩ and κ(∞) = ⟨v2⟩/⟨u2⟩.

A natural way to define anomalous spatially confined dif-
fusion is to consider the relaxation time of the shifted memory
function, κ(t) − κ(∞), which is given by

τc =
∫ ∞

0
dt

κ(t) − κ(∞)
κ(0) − κ(∞)

. (34)

Normal diffusion may then be characterized by a finite value
of τc, whereas an infinite relaxation time indicates long time
memory effects leading to anomalous diffusion. In this sense
the situation corresponds to unconfined subdiffusion, where∫ t

0 dτ κ(τ ) ≡ g(t) diverges for t → ∞. To find out if τc di-
verges, it suffices to consider the asymptotic form of κ(t) −
κ(∞). According to Eq. (33) we have for α = 0

κ(t)
t→∞∼ ⟨v2⟩

⟨u2⟩
1

L(t)
, (35)

which confirms that κ(t) tends to the plateau value of Eq. (25).
In view of Eq. (35) τc will diverge if

1
L(t)

− 1
t→∞∼ C t−β and 0 < β ≤ 1, (36)

where C is a constant. Any faster decay leads to a finite value
for τc.

E. Cage model

The asymptotic forms of the VACF and its memory func-
tion which have been derived above have a simple physical
interpretation in terms of the “cage model” for the dynamics
of particles diffusing in liquids.46 Its meaning is easily un-
derstood by considering the extreme case, where the memory

function is constant, κ(t) ≡ &2. The corresponding VACF has
then the form cvv (t) = ⟨v2⟩ cos &t , reflecting an ongoing “rat-
tling motion” in the persistent cage of nearest neighbors. In
real systems, the latter will exist for more or less long time
and it depends on its persistence which type of diffusion is
seen. The following discussion illustrates this point.! Subdiffusion.

According to Eqs. (32) and (33) subdiffusion implies
a negative long time tail for the VACF and a positive
long time tail for the memory function,

cvv (t) ∼ tα−2, cvv (t) < 0

κ(t) ∼ t−α, κ(t) > 0

}

0 < α < 1. (37)

The negative autocorrelations of the particle velocity
for large time lags indicate a persistent tendency of the
diffusing particle to invert its direction of motion and
to stay localized. The classical Kubo relations for D
and η evaluate here to D = 0 and η = ∞.! Normal diffusion.
This type of diffusion occurs whenever the classical
Kubo relations for D and η give finite values.! Superdiffusion.
Here, Eqs. (32) and (33) imply a positive long time
tail for the VACF and a negative long time tail for the
memory function,

cvv (t) ∼ tα−2, cvv (t) > 0

κ(t) ∼ t−α, κ(t) < 0

}

1 < α < 2. (38)

The asymptotically positive velocity autocorrelation
function indicates a preference to delocalize the diffus-
ing particle. Consistently, κ < 0 for t → ∞ expresses
an asymptotically “negative” cage, favoring according
to Eq. (17) correlations of the particle’s velocity in the
same direction. Here, the classical Kubo intergals for
D and η yield D = ∞ and η = 0.! Spatially confined diffusion.
It follows from relation Eq. (33) that the memory func-
tion decays to a plateau value, κ(∞), describing a “per-
manent cage.” If Eq. (36) is fulfilled, i.e., if the ap-
proach of κ(t) to its plateau value is sufficiently slow,
the diffusion is anomalous.

III. ILLUSTRATIONS

In the following some examples for spatially unconfined
and confined diffusion will be discussed which illustrate how
the various asymptotic forms of the MSD can be generated
from a simple model for the memory function associated to
the VACF, i.e., from different types of “cages.”

A. Spatially unconfined diffusion

The memory function for confined diffusion is assumed
to have the form

κ f (t) = &2 M(α, 1,−t/τ ), (39)

where M(a, b, z) is Kummer’s hypergeometric function,47

& has the dimension of a frequency and τ > 0 sets the
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̂(s)
s!0⇠ hv2i

D↵�(1 + ↵)
s↵�1 ↵!0! hv2i

hu2i
1

s

Plateau value

where hu2i is the mean square position fluctuation.
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Probing anomalous diffusion in velocity space 

Defining

g(!) =

Z 1

0
dt cos(!t)cvv(t),

it follows from W (t)
t!1⇠ 2D↵t↵ that

g(!)
!!0⇠ !1�↵

sin

⇣⇡↵
2

⌘
�(↵+ 1)D↵.

The fractional diffusion constant is thus obtained through

D↵ = lim

!!0

!↵�1g(!)

sin

�
⇡↵
2

�
�(↵+ 1)

.

For ↵ = 1 the Kubo formula D =

R1
0 dt cvv(!) is retrieved.
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Tables

AA1.5 ns CG(1) 1.5 ns CG(2) 1.5 ns CG(1) 50ns CG(2) 50 ns
↵ 0.668 0.515 0.508 0.571 0.558

D↵[nm2/ns] 0.018 0.057 0.058 0.051 0.051

Table 1. Coe�cient ↵ and fractional di↵usion coe�cient D↵ for the OPLS all-atom (AA) simulation of POPC and the coarse-
grained (CG) MARTINI force field. Here (1) and (2) refer, respectively, to the simulation with the NApzT and NV T ensembles
described in the text.

Figures

AA CG

Figure 1. Simulated POPC bilayers using an OPLS all-atom (AA) force field and a coarse-grained (CG) MARTINI force
field. The upper part of the figure shows the representation of the lipid molecules.

All atom (AA): 

274 POPC lipids in 10 471 
water molecules (OPLS)

Coarse Grained (CG): 

2033 POPC lipids in 231 808 
water molecules (MARTINI)

1. Marrink, et al.  J Phys Chem B 111, 7812–7824 (2007).	

2. de Jong, D. H. et al.  JCTC 9, 687–697 (2012).

Thesis Slawomir Stachura, TBP

Comparing all-atom (OPLS) and coarse-grained 
(MARTINI) force field for POPC
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Figure 4.9: Figures show the fits of Expression for the DOS (4.24) for the MARTINI
(a) and the OPLS-AA (b) simulations. The insets present values of the function s(!),
Eq. (4.25), for the ↵ parameters obtained from the fits (the red line is the value of D↵

from the MSD calculations).
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Figure 4.9: Figures show the fits of Expression for the DOS (4.24) for the MARTINI
(a) and the OPLS-AA (b) simulations. The insets present values of the function s(!),
Eq. (4.25), for the ↵ parameters obtained from the fits (the red line is the value of D↵

from the MSD calculations).
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Density of states g(ω)

all atom coarse grained

s(!) =
!↵�1g(!)

sin
�
⇡↵
2

�
�(↵+ 1)

Remark: The Martini force field leads to ≈ 4 x faster diffusion!



CONCLUSIONS

• The combination of physical models (GLE) and asymptotic 
analysis yields insight into the origin anomalous diffusion : The 
decay of the local cage of  neighbors represented by a memory 
function defines the type of diffusion.	


• Time scale separation through scaling of the memory function 
leads to exact VACFs for normal and anomalous diffusion.	


• Anomalous diffusion can be probed in frequency space and is 
accessible to spectroscopic experiments (neutron scattering).
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