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for transport coefficients [7]. For this purpose, several recent papers on
that topic are presented in a concise way, starting with classical diffusion
models and their mathematical extensions for the description of anomalous
diffusion and relaxation. These models are then related to exact results,
which are obtained by asymptotic analysis of the GLE and the related mean
square displacements, and the latter are illustrated by molecular dynamics
simulations of biomolecular systems.

2. Some models for anomalous diffusion

2.1. Generalized diffusion equation

The first theoretical description of diffusion processes can probably be
attributed to the physician and physiologist Fick [8]. He derived the well-
known diffusion equation,

@

@t
f(r, t) = D�f(r, t) , (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here, D is the diffusion coefficient, which is a transport coefficient
in the language of statistical physics. The diffusion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf + r · j = 0 (second law of Fick), Eq. (1)
follows. In this description, one considers free diffusion, i.e. diffusion with-
out a systematic driving force. The diffusion constant D determines the
spread of the concentration,

�2
(t) :=

R

dnr |r|2f(r, t)
R

dnr f(r, t)
= 2nDt , (2)

assuming that the initial concentration is localized at r = 0. Here, n is
the geometrical dimension of the diffusion problem and we assume isotropic
diffusion, such that the total spread is the sum of n independent identical
contributions 2Dt.

Deviations from the diffusion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods, numerous observations of anomalous diffusion have been reported
over the last 20 years. Typical examples are the diffusion of molecules in
biological membranes and lipid model bilayers [10–12], where the diffusion
of lipid molecules and embedded proteins is strongly hindered due to the
entanglement with their environment. The effect is often referred to as
crowding and leads to subdiffusion, where

�2
(t) / t↵ (3)

Diffusion equation

Stochastic process !
(1d Brownian Motion)

Mean square displacement 
W (t) ⌘ h(x(t)� x(0))2i = 2Dt

�

�(
�)

Distribution/spread

A. Einstein, Annalen Der Physik 322, 549 (1905).
M. Von Smoluchowski, Annalen Der Physik 326, 756 (1906).

Diffusion models

N. Wiener, Journal of Mathematics and Physics 2, 131 (1923).



D = 2.17⇥ 10�5cm2/s

SPC/E model, T = 300 K, p = 1 atm

[1] K. Krynicki, C. D. Green, and D. W. Sawyer, Faraday Discuss. Chem. Soc. 66, 199, (1978)
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H.J.C. Berendsen, et al, J Chem Phys 81, 3684 (1984).

Diffusion of water molecules by MD simulations

Molecular dynamics simulation
W (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

|x(k + n)� x(k)|2



x(t)� x(0) =

Z
t

0
dx(⌧)

v(t)=ẋ(t)
=

Z
t

0
d⌧v(⌧)

h(x(t)� x(0))2i| {z }
W (t)

= 2

Z t

0
d⌧ (t� ⌧) hv(⌧)v(0)i| {z }

cvv(⌧)

g(!) ⌘
Z 1

0
dt cos!t hv(t)v(0)i

The Fourier-transformed VACF (Density of States=DOS)

is accessible by neutron scattering and MD « experiments »

Relating diffusion to microscopic dynamics



DOS from neutron scattering experiments

8 1. INFORMATION FROM NEUTRON SCATTERING
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FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

d2�

d�d⇥
=

k

k0
S(q,⇥) g(!) = lim

q!0

!2

q2
S(q,!)

S(q,!) ⇡ 1

2⇡

Z +1

�1
dt e�i!t

D
e�iq·(r(t)�r(0))

E

ps-ns time scale
GHz-THz freq. scale

q = k0 � k = (p0 � p)/~

! = (E0 � E)/~
energy transfer:

momentum transfer:

emits a γ-ray with energy EMö = 14.412497 keV and a mean life
τMö = 141 ns corresponding to a rate coefficient kMö = 1/τMö =
7.1 × 107 s−1 and a natural line width ΓMö = 4.66 neV. Usually,
the 57Fe nucleus recoils; the emitted gamma ray loses the recoil
energy and shifts out of resonance with the 14.4-keV transition.
However, if the 57Fe atom is embedded in a solid, some of the
atoms do not recoil so that the emitted gamma rays carry the full
energy EMö and have the natural line width ΓMö. The Mössbauer
spectrum is measured by the transmission of γ-rays from a 57Fe
source moving with a velocity v through a stationary sample
containing 57Fe embedded for instance in a protein and kept at
the temperature T. A fraction f(T) of the incoming recoilless

Mössbauer photons elastically excites the 14.4-keV level. In
the thin-absorber limit the transmission Tr(ΔE) is related to the
scattering amplitude S(ΔE) by Tr (ΔE) = 1 − const. S(ΔE),
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Fig. 1. (A) Conventionally the elastic line and the quasielastic band in
neutron scattering are treated as separate phenomena. (B) The broad
band is usually assumed to be composed of Lorentzians of different widths
and amplitudes, centered at ΔE = 0 (black curves). The sum is shown in red.
(C ) The proposed model (ELM) is composed of a very large number of
narrow, shifted Lorentzians and has no separate elastic line. B and C
adapted from ref. 4.
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Fig. 2. (A) Energy spectrum of perdeuterated metmyoglobin measured
with QENS (red circles). The resolution function R(E) is scaled to maximum at
zero energy and assumed to be approximately Gaussian (blue lines). The
spectrum involves 72% H atoms from hydration water and 28% from the
protein. Adapted from Achterhold et al. (6). (B) Mössbauer spectrum for car-
bonmonoxy–myoglobin at low temperature. Adapted from ref. 9. (C) The
spectrum measured using the Mössbauer effect for hydrated metmyoglobin at
295 K. Adapted from ref. 10. Hydration is 0.4 for A and C. Note the different
energy scales in A and B.
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Experimental Evidence for the Long-Time Decay of the Velocity Autocorrelation in Liquid Sodium

Chr. Morkel, Chr. Gronemeyer, and W. Glaser '
Physik-Department, Technische Uiversitat Munchen, D-8046 Garching, West Germany

and

J. Bosse
Fachbereich Physik, Freie UniI ersitat Berlin, D-1000 Berlin 33, West Germany

(Received 22 December 1986)

Incoherent inelastic neutron-scattering experiments on liquid sodium at high temperature revealed
that atomic motions in simple liquids are governed by hydrodynamic shear modes leading to measurable
deviations from Fick's law of diAusion. The experiments for the first time verify earlier predictions of a
"long-time tail" behavior of the velocity-autocorrelation function of liquid particles as derived from
computer-simulation data and theory. A proper analysis of the experimental data demonstrates the ex-
istence of a corresponding low-frequency cusp in the velocity-autocorrelation spectrum.

PACS numbers: 66.10.Cb, 66.20.+d

There is a long-standing interest in single-particle be-
havior in simple liquids since a distinct coupling eftect
between a single moving particle and its liquid environ-
ment has been first observed in computer simulations, '
where it was found that the velocity-autocorrelation
function (VAF) of the liquid particles varies as r ~ for

This effect was explained within a simple hydro-
dynamic picture taking long-living difusive shear excita-
tions in the liquid into account. Shear modes generated
by the moving particle in its surroundings act back on
the particle itself at a later time, thus leading to a slower
decay of the velocity-autocorrelation function (v; (0)
v; (r )). This feature of single-particle motion is well de-
scribed by mode-coupling theory developed in the last
years. This hydrodynamically founded theory has
been supposed to be valid only at very low momentum
transfers hg (Q (0.1 A '). But it will be shown here
that hydrodynamic behavior of single-particle motion in
liquid sodium at high temperatures extends up to Q
values of the order of 1 A
As a consequence we restrict ourselves in this Letter to

the hydrodynamic low-Q region (Q ~ 1 A ) which in
addition requires high energy resolution (hE ~ 0.05
meV), whereas in earlier attempts much larger Q values
and poorer energy resolutions have been used. Further,
this study of mode-coupling effects in a simple liquid was
performed at high temperature (T =803 K) and not as
in previous experiments near the triple point, where
these eAects are very small, as will become clearer below.
A convenient experimental technique for the study of

atomic motions on the time and space range of interest is
neutron scattering. A neutron-scattering experiment
determines the scattering law S(g, ai), the Fourier trans-
form of the space- and time-dependent density correla-
tion function. Incoherent scattering projects out Ss(Q,
co), the self-part of this function, which is well character-
ized by reduced half-width y(Q) and peak height X(Q)

z(g) =~DQ's, (g, o). (2)

Both quantities are normalized to ordinary diA usion
(Fick's law), for which Sq(q, co) is a simple Lorentz-
ian of half-width co~yz(Q) =DQ and peak height
s, (g, o) =(~DQ') -'.
Fick s law is assumed to be rigorously valid in the lim-

it Q 0. Deviations from Fick's law at finite wave
numbers due to mode-coupling eAects in liquids can be
described via a generalized Q- and ai-dependent diffusion
coefficient D(g, z =co+ io) in the expression for the
scattering law:

S (Q, co) = —x ' Im[co+Q D(g, z)] (3)
Explicit expressions for D(g, z) at small Q have been
worked out and can be used to calculate the reduced
half-width y(Q) defined above. The asymptotic low-Q
result is

~(g) =1—ag,
with a =(kaT/16rrmnD )H(b'),

(4)

H (6) = 1.453 166 [1—0.72766—.. . ]
kq the Boltzmann's constant, T the absolute tempera-
ture, mn the mass density of the liquid, and 8=D/
(D+DT), where DT is the kinematic viscosity.
For the reduced peak height Z(Q) the same analysis

yields

Z(g) =1+bg, (s)

defined as

) (Q) =~,»(g)/Dg',
where rd~~z(Q) is the measured half-width of Ss (Q, co) at
constant Q, D is the self-diffusion coefficient of the
liquid, and

1987 The American Physical Society 1873

VACF long time tails from neutron scattering experiments



Density of states and diffusion coefficient
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See also   E. Flenner, J. Das, M. Rheinstädter, and I. Kosztin, Phys Rev E 79, 11907 (2009).

MSD for lateral diffusion

Ê

Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê
Ê

Ê
Ê

Ê
Ê

Ê
Ê

Ê

0 200 400 600 800 1000 1200 1400
0.00

0.02

0.04

0.06

0.08

0.10

0.12

t a @psD
W
HtL

Data points
Fit of ta

t [ps]

W (t) = 2D↵t
↵

↵ ⇡ 0.6

S. Stachura and G.R. Kneller, Mol Sim. 40, 245 (2013).

ps-ns time scale

Molecular dynamics simulation of a!
POPC bilayer

Anomalous diffusion



changes to

Gi(!) "
1

N
# !

i

Yi

1 $ !/!d,i
. (4)

In the case of the anomalous subdiffusion, following
(9,36), the time dependence of the mean square displace-
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FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.
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P. Schwille, J. Korlach, and W. Webb, Cytometry 36, 176 (1999).

Anomalous diffusion of lipids observed by FCS
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presented in a concise way, starting with classical di↵usion models and their
mathematical extensions for the description of anomalous di↵usion and re-
laxation. These models are then related to exact results, which are obtained
by asymptotic analysis of the GLE and the related mean square displace-
ments, and the latter are illustrated by molecular dynamics simulations of
biomolecular systems.

2. Some models for anomalous di↵usion

2.1. Generalized Fick’s law

The first theoretical description of di↵usion processes can be probably
attributed to the physician and physiologist Adolf Fick [8]. He derived the
well-known di↵usion equation,

@

@t
f(r, t) = D�f(r, t), (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here is D is the di↵usion coe�cient, which is a transport coe�cient
in the language of statistical physics. The di↵usion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf+r·j = 0 (second law of Fick), Eq. (1) fol-
lows. In this description one considers free di↵usion, i.e. di↵usion without a
deterministic driving force. In this case the di↵usion constant D determines
the spread of the concentration,

�2(t) :=

R
dnr |r|2f(r, t)R
dnr f(r, t)

= 2nDt, (2)

assuming that the initial concentration is localized at r = 0. Here n is the
geometrical dimension of the di↵usion problem.

Deviations from the di↵usion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
in biological membranes and lipid model bilayers [10, 11, 12], where the
di↵usion of lipid molecules and embedded proteins is strongly hindered due
to the entanglement of with their environment. The e↵ect is often referred
to as crowding and leads to subdi↵usion, where

�2(t) / t↵ (3)0 < ↵ < 1
(subdiffusion)

ms-s time scale



Some numbers ….

FCS: ms-s time scale

MD: ps-ns time scale

MD: ps-ns time scale

• D↵ = 0.088nm2/ns↵, ↵ = 0.74, for DLPC

P. Schwille, J. Korlach, and W. Webb, Cytometry 36, 176 (1999)

• D↵ = 0.101nm2/ns↵, ↵ = 0.55, for DOPC

G.R. Kneller, K. Baczynski, and M. Pasenkiewicz-Gierula,
JCP 135, 141105 (2011)

• D↵ = 0.018nm2/ns↵, ↵ = 0.67, for POPC

S. Stachura and G.R. Kneller, Mol Sim. 40, 245 (2013)

☞ Self-similarity; Measure the same phenomenon on 
different time scales



fractional Brownian motion

Fractional diffusion equation Spread
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with 0 < ↵ < 1. Concentration profiles with an “anomalous” spread of the
form (3) can be obtained by an appropriate generalization of the diffusion
equation (1) in form of a fractional diffusion equation [3, 13]

@

@t
f(r, t) = @1�↵

t {D↵� f(r, t)} , 0 < ↵ < 2 , (4)

where D↵ is a fractional diffusion constant and @1�↵
t denotes a fractional

Riemann–Liouville derivative of the order of 1 � ↵ with respect to time
[14, 15]. For an arbitrary function g(t), the latter is defined as

@1�↵
t g(t) =

d

dt

t
Z

0

d⌧
(t � ⌧)

↵�1

� (↵)

g(⌧) , (5)

where � (.) denotes the Gamma function or generalized factorial [16]. For
↵ = 1, 2, 3, . . . , the integral

R t
0 . . . becomes the familiar Liouville formula

for a multiple integration of g. One may effectively write @1�↵
t g(t) =

d/dt I↵t g(t), where I↵t g(t) denotes a fractional integration of the order of ↵.
The time evolution of the spread can be computed from the fractional dif-
ferential equation,

@t�
2
(t) = @1�↵

t 2nD↵ , (6)

which follows from the definition of � and from (4), and which can be solved
straightforwardly by Laplace transform to yield

�2
(t) =

2nD↵t↵

� (1 + ↵)

. (7)

In view of relation (3), this is the desired result.

2.2. Fractional Fokker–Planck equations for spatial diffusion

Instead of modeling diffusion as a macroscopic migration process, one
can take the perspective of individual particles as representatives for the
whole ensemble and develop models for their trajectories. This route has
been proposed in the pioneering work of Einstein and Smoluchowski [17–20]
and lead to the theory of stochastic processes [21–23]. In this approach,
the concentration profile becomes a conditional probability p(r, t|r0, 0) for a
transition r0 ! r within time t, and instead of the concentration spread one
considers the mean square displacement (MSD) of the diffusing particles,

W (t) =

⌦

|r(t) � r(0)|2
↵

⌘
Z Z

dnr0d
nr |r � r0|2p(r, t|r0, 0)peq(r0) , (8)
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for transport coefficients [7]. For this purpose, several recent papers on
that topic are presented in a concise way, starting with classical diffusion
models and their mathematical extensions for the description of anomalous
diffusion and relaxation. These models are then related to exact results,
which are obtained by asymptotic analysis of the GLE and the related mean
square displacements, and the latter are illustrated by molecular dynamics
simulations of biomolecular systems.

2. Some models for anomalous diffusion

2.1. Generalized diffusion equation

The first theoretical description of diffusion processes can probably be
attributed to the physician and physiologist Fick [8]. He derived the well-
known diffusion equation,

@

@t
f(r, t) = D�f(r, t) , (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here, D is the diffusion coefficient, which is a transport coefficient
in the language of statistical physics. The diffusion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf + r · j = 0 (second law of Fick), Eq. (1)
follows. In this description, one considers free diffusion, i.e. diffusion with-
out a systematic driving force. The diffusion constant D determines the
spread of the concentration,
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dnr f(r, t)
= 2nDt , (2)

assuming that the initial concentration is localized at r = 0. Here, n is
the geometrical dimension of the diffusion problem and we assume isotropic
diffusion, such that the total spread is the sum of n independent identical
contributions 2Dt.

Deviations from the diffusion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods, numerous observations of anomalous diffusion have been reported
over the last 20 years. Typical examples are the diffusion of molecules in
biological membranes and lipid model bilayers [10–12], where the diffusion
of lipid molecules and embedded proteins is strongly hindered due to the
entanglement with their environment. The effect is often referred to as
crowding and leads to subdiffusion, where

�2
(t) / t↵ (3)
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with 0 < ↵ < 1. Concentration profiles with an “anomalous” spread of the
form (3) can be obtained by an appropriate generalization of the diffusion
equation (1) in form of a fractional diffusion equation [3, 13]

@

@t
f(r, t) = @1�↵

t {D↵� f(r, t)} , 0 < ↵ < 2 , (4)

where D↵ is a fractional diffusion constant and @1�↵
t denotes a fractional

Riemann–Liouville derivative of the order of 1 � ↵ with respect to time
[14, 15]. For an arbitrary function g(t), the latter is defined as

@1�↵
t g(t) =

d

dt

t
Z

0

d⌧
(t � ⌧)

↵�1

� (↵)

g(⌧) , (5)

where � (.) denotes the Gamma function or generalized factorial [16]. For
↵ = 1, 2, 3, . . . , the integral

R t
0 . . . becomes the familiar Liouville formula

for a multiple integration of g. One may effectively write @1�↵
t g(t) =

d/dt I↵t g(t), where I↵t g(t) denotes a fractional integration of the order of ↵.
The time evolution of the spread can be computed from the fractional dif-
ferential equation,

@t�
2
(t) = @1�↵

t 2nD↵ , (6)

which follows from the definition of � and from (4), and which can be solved
straightforwardly by Laplace transform to yield

�2
(t) =

2nD↵t↵

� (1 + ↵)

. (7)

In view of relation (3), this is the desired result.

2.2. Fractional Fokker–Planck equations for spatial diffusion

Instead of modeling diffusion as a macroscopic migration process, one
can take the perspective of individual particles as representatives for the
whole ensemble and develop models for their trajectories. This route has
been proposed in the pioneering work of Einstein and Smoluchowski [17–20]
and lead to the theory of stochastic processes [21–23]. In this approach,
the concentration profile becomes a conditional probability p(r, t|r0, 0) for a
transition r0 ! r within time t, and instead of the concentration spread one
considers the mean square displacement (MSD) of the diffusing particles,

W (t) =

⌦

|r(t) � r(0)|2
↵

⌘
Z Z

dnr0d
nr |r � r0|2p(r, t|r0, 0)peq(r0) , (8)
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Extending the diffusion models (0<α<2)

1 R. Metzler and J. Klafter, Phys Rep 339, 1 (2000).
2 I.M. Sokolov, Soft Matter 8, 9043 (2012).
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Diffusion models
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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tion of subdiffusion in viscoelastic media can be found in
Ref. 38.
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Low-frequency DOS from long-time MSD
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Simulation studies
2

FIG. 1: Simulated models for the POPC bilayer. The left part
of the figure shows the atomic resolution model, which has
been simulated with the OPLS force field, and the right part
displays the coarse-grained model, which has been simulated
with the MARTINI force field.

FIG. 2: Log-log plot of the average MSD for the lateral center-
of-mass motion of the lipid molecules. The blue and red dots
correspond, respectively, to the MSD values for the atomic
resolution and the coarse-grained system and the associated
dashed lines represent the fits of Expression (1). The fit for the
atomic resolution system was performed for t > 0.5ns. More
explanations are given in the text and the resulting parameters
are presented in Table I.

exhibit lateral subdiffusion.9 Similar results have been
found for other types of lipid bilayers, using MD
simulations10–12 and experimental techniques.13,14 For
our study we use two simulation models (for details we
refer to Ref. [9]):

1. An atomic resolution model (left part of Fig. 1),
where atomic interactions are described by the
OPLS force field.15,16 In total 274 POPC lipid
molecules are immersed in a solvent of 10471 wa-
ter molecules and the corresponding production
runs have been performed for 150 ns.

2. A coarse grained model, where each lipid
molecule is represented by 13 beads and four wa-
ter molecules are combined into one “water bead”
(right part of Fig. 1). The interactions are here
described by the MARTINI force field17,18 and
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FIG. 3: Normalized molecule-averaged VACF for the lat-
eral center-of-mass motion of the POPC molecules. The blue
line corresponds to the all atom model and the red line to
the coarse grained model. The inset shows the correspond-
ing Fourier spectra, g(!), where the thin and blurred lines cor-
respond, respectively, to the computation of g(!) by a win-
dowed discrete Fourier transform and by maximum entropy
estimation.

we simulated a bilayer consisting of 2033 POPC
lipid molecules in a solvent of 57952 water beads
(231808 water molecules). The corresponding sim-
ulation runs have been performed for 600 ns.

For all MD simulations we used the GROMACS pack-
age,19 setting the temperature to 310 K for the all-atom
system and to 320 K for the coarse-grained system. The
slight temperature increase in the latter case was chosen
to compensate for the fact that the effective lipid masses
in the coarse grained model are about 25 % higher.9

From the MD trajectories we computed first the lateral
MSD for the center-of-mass of the lipid molecules. For
this purpose we averaged over the contribution of all
lipid molecules, W (n) = 1

N

PN
↵=1 W

(↵)
vv (n), where

W (↵)
vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)
(k + n)� x

(↵)
(k)

���
2
.

(8)
Here N is the total number of lipid molecules and Nt

is the number of time frames in the analysis. We use
the short notation x(k) ⌘ x(k�t) etc., where �t is the
sampling time step. To obtain reliable estimations of the
MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass
VACF by averaging again over all molecular contribu-
tions, cvv(n) = 1

N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v

(↵)
(k) · v(↵)

(k + n). (9)

The subsequent analyses had to be limited to a maxi-
mum lag time of 100 ps, since statistical noise is domi-
nating beyond that limit.

T = 310 K, p = 1 atm, 150 ns,!
274 POPC lipid molecules !
+ 10471 water molecules!
!

T = 320 K, p = 1 atm, 600 ns,!
2033 POPC lipid molecules !
+ 231808 water molecules!
!
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FIG. 1: Simulated models for the POPC bilayer. The left part
of the figure shows the atomic resolution model, which has
been simulated with the OPLS force field, and the right part
displays the coarse-grained model, which has been simulated
with the MARTINI force field.
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atomic resolution system was performed for t > 0.5ns. More
explanations are given in the text and the resulting parameters
are presented in Table I.
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(231808 water molecules). The corresponding sim-
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slight temperature increase in the latter case was chosen
to compensate for the fact that the effective lipid masses
in the coarse grained model are about 25 % higher.9

From the MD trajectories we computed first the lateral
MSD for the center-of-mass of the lipid molecules. For
this purpose we averaged over the contribution of all
lipid molecules, W (n) = 1

N

PN
↵=1 W

(↵)
vv (n), where

W (↵)
vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)
(k + n)� x

(↵)
(k)

���
2
.

(8)
Here N is the total number of lipid molecules and Nt

is the number of time frames in the analysis. We use
the short notation x(k) ⌘ x(k�t) etc., where �t is the
sampling time step. To obtain reliable estimations of the
MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass
VACF by averaging again over all molecular contribu-
tions, cvv(n) = 1

N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v

(↵)
(k) · v(↵)

(k + n). (9)

The subsequent analyses had to be limited to a maxi-
mum lag time of 100 ps, since statistical noise is domi-
nating beyond that limit.

AA

CG

W (n) ⇡ 1
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The max. lag time for the VACF is 500 ps.☞
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DOS by windowed discrete FT

DOS by maximum entropy estimation
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FIG. 4: Low frequency part of g(!) estimated by a windowed
discrete Fourier transform for the all atom model (blue solid
line) and for the coarse grained model (red solid line). The
dots indicate the values which have been chosen for the fits
of Relation (12) and the resulting fits are indicated as dashed
lines.
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FIG. 5: As Fig. 4, but for g(!) estimated by the maximum
entropy method.

The cosine transform of the VACF was estimated with
two completely different approaches, in order to assure
its reliability in the crucial low frequency region:

1. A windowed discrete Fourier transform (WDFT).

Here

g(n) ⇡ �t

2

Nt�1X

k=�(Nt�1)

e�
2⇡ink
2Nt�1w(k)cvv(k), (10)

where g(n) ⌘ g(n�!) and �! = 2⇡/((2Nt�1)�t).
The window function w(k) ⌘ w(k�t) reduces the
statistical noise20 and for our calculations we used
a Gaussian form, w(t) = exp

�
�t2/(2�2

t )
�
. The

width was chosen as � = 0.2 ⇥ T , with T =

(Nt � 1)�t being the trajectory length.

2. Maximum entropy estimation (MEE). Here the
Cartesian components of the particle velocity are
represented by an autoregressive (AR) model,21,22

v(n) =
PX

j=1

a(P )
j v(n� j) + ✏(n), (11)

↵ MSD WDFT MEE
AA 0.700 ± 0.003 0.426 ± 0.007 0.406 ± 0.018
CG 0.516 ± 0.002 0.452 ± 0.003 0.466 ± 0.012

D↵ MSD WDFT MEE
AA 0.0160 ± 0.0001 0.0225 ± 0.0003 0.0205 ± 0.0007
CG 0.0555 ± 0.0003 0.0466 ± 0.0004 0.0394 ± 0.0012

TABLE I: Fit parameters ↵ and D↵ [nm2/ps↵], obtained by fits
of a) Expression (1) to the MSD, b) Expression (6) to g(!) from
a windowed discrete Fourier transform, c) Expression (6) to
g(!) from maximum entropy estimation. Here AA stands for
”all atom” and CG to ”coarse-grained.

where P is the order of the process, a(P )
j are con-

stants, and ✏(n) is white noise with h✏(n)✏(k)i =

�2
P �nk. Since hv(n)✏(k)i = 0 for n 6= k, one can es-

tablish a set of linear equations (Yule-Walker equa-
tions) for the coefficients a(P )

j , which has the form
PP

j=1 c(|n � j|)a(P )
j = c(n). The squared ampli-

tude of the white noise is given by �2
P = c(0) �PP

j=1 a
(P )
j c(j). With these prerequisites g(!) can

be analytically expressed,21,22

g(!) ⇡ �2
P�t

2

���1�
PP

k=1 a
(P )
k exp(�i!k�t)

���
2 . (12)

For our calculations we used P = 400 for the
atomic resolution model and P = 600 for the
coarse-grained model. These numbers are defined
through P�t = tmax, where tmax = 100ps is the
maximum trustable lag time of the VACF. Since the
lipid bilayer is isotropic in the membrane plane,
the AR coefficients for the two Cartesian compo-
nents in the plane of the bilayer have been aver-
aged.

Fig. 2 displays the MSDs in log-log form. Since the
MSD for the atomic resolution model (blue dots) reveals
a slow approach to the asymptotic diffusive regime of
the MSD, which is attained after about 0.5 ns, Expres-
sion (1) was here fitted for t > 0.5ns (blue dashed line).
The MSD for the coarse-grained model (red dots) was,
in contrast, fitted over the whole lag time range (red
dashed line). The results are given in Table I. Figure 3
shows the VACF for the two simulation models and the
corresponding Fourier spectra (inset). Again blue and
red correspond, respectively, to the atomic resolution
model and the coarse-grained model. The thin lines in
the inset correspond to the estimation by a windowed
discrete Fourier transform and the blurred lines to the
maximum entropy estimation. One recognizes that both
methods lead to very similar results for the overall form
of the DOS. Figs. 4 and 5 display the interesting low
frequency part in log-log form, separating the results
obtained by a WDFT (Fig. 4) and by MEE (Fig. 5). In
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discrete Fourier transform for the all atom model (blue solid
line) and for the coarse grained model (red solid line). The
dots indicate the values which have been chosen for the fits
of Relation (12) and the resulting fits are indicated as dashed
lines.
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dashed line). The results are given in Table I. Figure 3
shows the VACF for the two simulation models and the
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Low-frequency condition
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in the ps regime 

ω is in the sub-THz region

The resolution of the best QENS spectrometers is 
in the GHz region and the new ESS spectrometers 
have even much better resolution.
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cvv(t) = hv2i1F1(2� ↵, 1,�t/⌧)

A simple model for the VACF of sub-diffusing lipids
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s!0⇠ s1�↵
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Remark: The VACF of an anomalously diffusing Rayleigh particle is not an 
appropriate model, !
!
!
!
since here a tagged diffusing molecule is supposed to move on much 
slower time scales as this in the surrounding solvent. The above VACF is 
moreover not regular at t=0.

cvv(t) = hv2iE2�↵(�[t/⌧ ]↵)
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FIG. 2. Velocity autocorrelation functions ψλ(t) for different scaling fac-
tors λ (solid lines) and corresponding asymptotic approximations (23)
(dashed lines). From top to bottom α = 1/2, 1, 3/2, from left to right λ =
1, 0.2, 0.02. The amplitude of the memory function (Eq. (24)) is chosen as
$ = 1/τm, such that τ = τm.

counterpart for normal diffusion, and that the model leads to
a nearly perfect approximation of the “real” VACF if the time
scales τλ and τ are separated by about two orders of magni-
tude. Computer simulations of lipid bilayers, where the lipid
molecules exhibit anomalous lateral diffusion, have shown
that τ is of the order of picoseconds,30 which is extremely
short compared to the millisecond time scale on which these
motions are usually studied experimentally.31 In this situa-
tion the anomalously diffusing Rayleigh article is an excel-
lent model, but it should be kept in mind that it cannot be
valid on arbitrarily short time scales, where it becomes even
unphysical since the derivatives c(k)(0) all diverge, although
they represent physical quantities.14, 26

In this Communication, an exact model-free derivation of
the VACF for an anomalously diffusing particle has been pre-
sented for the case that the motions of the particle are much
more slower than those of the molecules in the surrounding
solvent. Here the asymptotic form of its MSD is supposed to
be known. The effect of the time scale separation on the VACF

has been illustrated for a simple model system. At present,
the prediction of anomalous diffusion on the basis of general
physical properties of a solute–solvent system is still a chal-
lenge.
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↵ = 0.52

D↵ = 0.056nm2/ns↵

From MSD:

D↵ = 0.056nm2/ns↵
↵ = 0.52

D↵ = 0.0048nm2/ns↵
↵ = 0.30

↵ = 0.70

From MSD:

D↵ = 0.016nm2/ns↵

cvv(t) = hv2i1F1(2� ↵, 1,�t/⌧)
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CONCLUSIONS
• A simple algebraic form for the low-frequency DOS can be 

derived from the asymptotic form of the MSD, if 0<α≤1.	


• Reliable values for the fractional exponent and diffusion 
coefficient can be obtained by fitting this form to simulated data, 
provided the statistics is good enough.	


• The method provides a simple mean for the interpretation of 
QENS data, given that the resolution of the best instruments is 
in the GHz range.	


• Hypergeometric functions provide a mean to develop VACF 
models which are regular for small at t=0 and which have the 
desired long-time behavior. 
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