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Neutron scattering theory
Properties of the neutron

The neutron is a particle of mass m = 1.6749⇥ 10�27kg with zero
charge. A free neutron is not stable and decays after a mean life
time of 885.6 s into a proton, an electron, and an electronic
anti-neutrino,

n �! p
+ + e

� + ⌫e .

A thermal neutron is a non-relativistic article of thermal energy,
E ⇡ kBT . 1 After its generation by nuclear fission or a spallation
process, it attains this energy after multiple collisions with the
atoms of a moderator (H20, D20,. . . ) at temperature T .

1kB = 1.38065⇥ 10
�23

J/K is the Boltzmann constat.

Elements of neutron scattering theory

Properties of the neutron



Neutron scattering theory
De Broglie relations

Using the De Broglie relations2

~p = ~~k , |~k | = 2⇡

�
,

one finds for E = ~p 2/2m = kBT et T = 300K a wavelength of

� = 1.778 Å.

The wave length is this compatible with typical interatomic
distances between the atoms in condensed matter systems. Since
E ⇡ kBT is comparable with their energy, thermal neutron
scattering is a unique tool for studying the structure and the
dynamics of condensed matter.

2
~ = h/(2⇡) = 1.05457⇥ 10

34
Js is the reduced Planck constant.
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Wave length of thermal neutrons



Neutron scattering theory
Fermi potential

Neutrons interact with matter primarily through a short-ranged
(fm) neutron-nucleus interaction, which is described through
Fermi’s pseudo-potential,

T =
2⇡~2

m
b �(~r � ~R).

Here ~r and ~R is, respectively, the position operator of the neutron
and the nucleaus of the scattering atom and the (generally
complex) scattering length b takes values in the fm range. It
depends on the relative orientation of the neutron and the nuclear
spin. The symbol m denotes the neutron mass. The scattering
cross section of a fixed atom is

� = 4⇡|b|2.

Interaction of neutrons with matter



! = (E0 � E)/~
Energy transfer:

q = k0 � k = (p0 � p)/~
Momentum transfer:

Setup for a neutron scattering experiment
8 1. INFORMATION FROM NEUTRON SCATTERING
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FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

Exploring the structural dynamics of condensed matter 
on the atomic scale (0.1-10 nm, sub ps - 10 ns)

Neutron scattering theory
Neutron scattering spectrum

For a given scattering angle, a neutron spectrum looks like this:

-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0
 t = energy transfer

S(q,t)

inelastic

quasielastic

elastic

Energy spectrum

Scattering experiment



Differential scattering cross section



Neutron scattering theory
Di↵erential scattering cross section

The (normalized) di↵erential scattering cross section for N
scattering atoms and an unpolarized neutron beam/sample is

d
2�

d⌦d!
=

|~k |
|~k0|

1

2⇡~

+1Z

�1

dt e
�i!t 1

N

NX

↵=1

NX

�=1

b⇤↵b�

⌧
e
�i~q·~̂R↵(0)e

i~q·~̂R�(t)

�

where

hA(0)B(t)i = 1

Z
tr
n
e
��Ĥ

Âe
i Ĥt/~

B̂e
�i Ĥt/~

o

denotes a quantum time correlation function. Here Ĥ is the
Hamilton operator of the scattering system and Z = tr{e��Ĥ} is
the partition function, with � = (kBT )�1. The overline denotes an
average over relative neutron-nucleus spin orientations. The
incident and scattered neutron have the momenta ~~k0 and ~~k ,
respectively.



Neutron scattering theory
Dynamic structure factor

The dynamic structure factor, S(~q,!), is the central quantity
measured in neutron scattering experiments,

S(~q,!) = 1

2⇡~

+1Z

�1

dt e
�i!tI(~q, t)

I(~q, t) = 1

N

NX

↵=1

NX

�=1

b⇤↵b�

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

The intermediate scattering function, I(~q,!), contains the
information. With the above definitions

d
2�

d⌦d!
=

|~k |
|~k0|

S(~q,!)

Dynamic structure 
factor

Intermediate 
scattering function
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Neutron scattering theory
Scattering experiment
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Setup of a neutron scattering experiment. Here

! = (E0 � E )/~, ~q = ~k0 � ~k .

are the energy and momentum transfer from the neutron to the
sample and d

2�
d⌦d! is the di↵erential scattering cross section.

Dynamic structure factor



Neutron scattering theory
Coherent and incoherent scattering

The intermediate scattering function is split into a coherent part,
reflecting collective motions, and and incoherent part, reflecting
single particle motions,

I(~q, t) = Icoh(~q, t) + Iinc(~q, t)

Defining b↵ coh = b↵ and b↵ inc =
q
|b↵|2 �

��b↵
��2, one has

Icoh(~q, t) =
1

N

NX

↵=1

NX

�=1

b
⇤
↵ cohb� coh

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

Iinc(~q, t) =
1

N

NX

↵=1

|b↵ inc|2
D
e
�i~q·~R↵(0)e

i~q·~R↵(t)
E

Coherent and incoherent scattering



Scattering cross sections for neutrons and 
photons

Source: http://www.ncnr.nist.gov/AnnualReport/FY2003_html/RH2/

�tot =

Z Z
d⌦d!

d2�

d⌦d!

http://www.ncnr.nist.gov/AnnualReport/FY2003_html/RH2/


Hydrogenous samples

Quasielastic scattering
Hydrogenous samples

Element H D C O N S

bcoh �3.741 6.674 6.648 5.805 9.300 2.847
binc 25.217 4.022 0.285 0.000 2.241 0.188

Due to the dominant incoherent scattering cross section of
hydrogen, soft matter samples (polymers, biomolecules), which
contain typically 50 % hydrogen atoms, scatter essentially
incoherently. Therefore

I(~q, t) ⇡ |bH inc|2

NH

X

↵2H

D
e
�i~q·~R↵(0)e

i~q·~R↵(t)
E
.



Neutron scattering theory
Classical approximation

In the (usual) classical approximation, quantum time correlation
functions are replaced by their classical counterparts, such that

I(~q, t) ⇡ 1

N

NX

↵=1

NX

�=1

b⇤↵b�

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

cl

Here

hA(0)B(t)icl ⌘
1

Zcl

Z
d
6N�e��H(�)

A(�)etLB(�)

is an ensemble average over the 6N phase space coordinates �,

with Zcl =
R
d
6N�e��H(�), and L =

P3N
i=1

n
@H
@pi

@
@xi

� @H
@xi

@
@pi

o
is

the Liouville operator of the scattering system.

Classical approximation of the scattering law



Neutron scattering theory
Van Hove correlation functions

Within the classical approximation, the spatial Fourier transforms
of the atomic contributions to the intermediate scattering
function,3

G↵�(~r , t) ⌘
1

(2⇡)3

Z
d
3
q e

i~q·~r
⌧
e
�i~q·

�
~R↵(0)�~R�(t)

��

cl

,

= h�(~r � [~R↵(0)� ~R�(t)])icl

have a simple interpretation: They give the probability to find
atom � at time t at position ~r , given atom ↵ was at time 0 at
position ~0. With the above definition

I(~q, t) = 1

N

NX

↵=1

NX

�=1

b⇤↵b�

Z
d
3
r e

�i~q·~r
G↵�(~r , t).

3
L. Van Hove, Physical Review 95, 249 (1954).

 4L. Van Hove, Physica 24, 404 (1958).
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Van Hove correlation functions

Within the classical approximation, the spatial Fourier transforms
of the atomic contributions to the intermediate scattering function,

G↵�(~r , t) ⌘
1

(2⇡)3

Z
d
3
q e

i~q·~r
e
�i~q·

�
~R↵(0)�~R�(t)

�
,

have a simple interpretation:

G↵�(~r , t) = h�(~r � [~R↵(0)� ~R�(t)])icl

is the probability to find atom � at time t at position ~r , given
atom ↵ was at time 0 at position ~0. The functions G↵�(~r , t) are
called Van Hove correlation functions.3

3
L. Van Hove, Physical Review 95, 249 (1954).

Van Hove functions and QENS



Van Hove function for a freely diffusing atom
Quasielastic scattering
Van Hove function for free di↵usion

In case of free di↵usion, the Van Hove self-correlation function
fulfills the di↵usion equation

@tGs(r, t) = D
�
@2
x + @2

y + @2
z

 
Gs(r, t),

where D is the di↵usion constant. The solution is a Gaussian

G (r, t) =
e
� |r|2

4D|t|

2
p
⇡D |t|3

The mean square displacement grows linearly with time

W (t) =

Z
d
3
r |r |2G (r, t) = 6Dt.



A. Einstein, Ann. Phys.,
vol. 322, no. 8, 1905.

f(x,t) is a concentration

Historical articles about diffusion



Annales de Chimie et de Physique, vol. 18, p. 5 (1909)



Dynamic structure factor for QENS

Quasielastic scattering
Dynamic structure factor for free di↵usion

The intermediate scattering function for a freely di↵using particle is

F(q, t) = |bH |2
Z

d
3
r e

iq·r
G (r, t) = |bH |2e�D|q|2|t|

and the corresponding dynamic structure factor

S(q,!) = |bH |2

2⇡

Z +1

�1
dt

Z
d
3
r e

(iq·r�i!t)
G (r, t)

= |bH |2
D|q|2

⇡
�
D2|q|4 + !2

� Lorentzian quasielastic 
scattering profile



Van Hove function Dynamic structure factor

In oder to describe QENS from more complex systems, various 
diffusion models have been developed (see e.g. [1]).

M. Bée. Quasielastic Neutron Scattering, Adam Hilger, Bristol, 1988.



Neutron scattering theory
Limits of the classical approximation

There are two conditions for the validity of the classical
approximation:

1. The intrinsic quantum properties of the scattering system
must be negligible.

2. The recoil e↵ect on the scattering atom must be negligible,

~
2|~q|2

2M
⌧ kBT ,

where M is the mass of the scattering atom.

Limits of the classical approximation 
in neutron scattering

2 G.R. Kneller, Mol Phys 83, 63 (1994).
1 A. Rahman, Physical Review 130, 1334 (1963).



Neutron scattering theory
The impact of the neutron

The impact of the neutron on the scattering system can be
highlighted through the identity4

D
e
�i~q·~R↵(0)e

i~q·~R↵(t)
E
=

D
e
iH↵(~q)t/~e

�iHt/~
E

where H↵(~q) is the “kicked Hamiltonian”

H↵(~q) =
NX

�=1

(~p� + ��↵~~q)2

2M�
+ V (~R1, . . . , ~RN).

One uses here that e�i~q·~R↵e
iHt/~

e
i~q·~R↵ = e

iH↵(~q)t/~. The usual
classical approximation neglects not only quantum e↵ects in the
scattering system, but also its perturbation through the neutron.5

4
G. Wick, Physical Review 94, 1228 (1954)

5
G.R. Kneller, Mol Phys 83, 63 (1994)

Two very different representations 
of the same correlation function…



MD simulations and neutron scattering cover 
comparable length and time scales.
Due to the point-like neutron-nucleus interaction, 
neutron scattering probes the space-time correlations 
of the same objects which are simulated in MD 
simulations - the atomic nuclei.
Compute time correlation functions from MD 
trajectories, using the classical approximation.

Linking MD simulations and neutron scattering

Neutron scattering theory
Dynamic structure factor

The dynamic structure factor, S(~q,!), is the central quantity
measured in neutron scattering experiments,

S(~q,!) = 1

2⇡~

+1Z

�1

dt e
�i!tI(~q, t)

I(~q, t) = 1

N

NX

↵=1

NX

�=1

b⇤↵b�

D
e
�i~q·~R↵(0)e

i~q·~R�(t)
E

The intermediate scattering function, I(~q,!), contains the
information. With the above definitions

d
2�

d⌦d!
=

|~k |
|~k0|

S(~q,!)

from MD



Linking MD simulations to neutron scattering experiments
Time correlation functions

Time correlation functions, such as I(~q, t), can be computed from
time series, assuming ergodicity (t � 0),

hA(0)B(t)icl = lim
T!1

1

T � t

Z
T�t

0
d⌧ A(⌧ + t)B(⌧).

For discrete time series (MD trajectories) one uses the
approximation (m = 0, 1, 2, . . .)

hA(0)B(m)icl ⇡
1

Nt �m

Nt�m�1X

k=0

A(k +m)B(k),

where Nt is the number of available time frames in the series.

Time correlation functions from MD simulations



• Solve Newton’s equation of motion

• Discretization and iterative solution itérative yields 
trajectories = time series (< 100 ns)

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

vi(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
∆t2

Mi
Fi(n),

vi(n) ← ri(n + 1) − ri(n − 1)

2∆t
.

MPI Mainz, July 2004 – p.8/??
Forces: Fi = −

∂U

∂ri

∼ 3.6 nm

Test for a simple liquid

• Simulation of N = 864 argon molecules in the
liquid state at a temperature of 94.4 K and a
pressure of 1 atm.

• Lennard-Jones potential:

U =
∑

ij

4ϵ

([
σ

rij

]12

−
[

σ

rij

]6
)

.

• Trajectory of 100 ps (10000 time steps of 10 fs)
generated with MMTK (K. Hinsen).

• Simulation in the thermodynamicNpT ensemble.

MPI Mainz, July 2004 – p.13/??

Principle of MD simulations



Condition de "images minimale"

JDN12, Praz / Arly, mai 2004 – p.5/77

Periodic boundary conditions



Dynamics of 256 water 
molecules with in a cibic box 
with periodic boundary 
conditions and Ewald 
summation for the Coulomb 
forces

• O-O interactions of 
Lennard-Jones type

• Coulomb 
interactions for O-O, 

SPC/E potential [1]:

[1] H. Berendsen, J.R. Grigera, and T.P. Straatsma, J Phys Chem-Us 91, 6269 (1987).

Dynamics of water



All atoms backbone

Dynamics of lysozyme



Lysozyme

84 4. PROTEIN DYNAMICS

FIGURE IV.1. Left: A tri-peptide (tri-alanine) in the extended
conformation. The yellow triangles indicate the planar peptide
bond structure. Right: The right-handed �-helix as typical sec-
ondary structure motive.

FIGURE IV.2. Left: Ball-and-stick representation of lysozyme.
Right: Corresponding cartoon representation showing the sec-
ondary structure elements.

Since the 1970’s the molecular dynamics simulation technique is also used
for protein simulations. In the beginning, the solvent was replaced by an effec-
tive medium in order to reduce the computational effort, but today the simu-
lation of a protein molecule in an effective solvent of several hydration layers
is standard. From a methodological point of view the MD simulation of a

The force field (Amber)

Force field for biomolecular simulations

A simplified force field for describing vibrational protein dynamics
over the whole frequency range

Konrad Hinsena) and Gerald R. Knellerb)

Centre de Biophysique Moléculaire (UPR 4301 CNRS), Rue Charles Sadron,
45071 Orléans Cedex 2, France

!Received 13 July 1999; accepted 18 October 1999"

The empirical force fields used for protein simulations contain short-ranged terms !chemical bond
structure, steric effects, van der Waals interactions" and long-ranged electrostatic contributions. It is
well known that both components are important for determining the structure of a protein. We show
that the dynamics around a stable equilibrium state can be described by a much simpler midrange
force field made up of the chemical bond structure terms plus unspecific harmonic terms with a
distance-dependent force constant. A normal mode analysis of such a model can reproduce the
experimental density of states as well as a conventional molecular dynamics simulation using a
standard force field with long-range electrostatic terms. This finding is consistent with a recent
observation that effective Coulomb interactions are short ranged for systems with a sufficiently
homogeneous charge distribution. © 1999 American Institute of Physics.

#S0021-9606!99"52348-9$

In addition to their fundamental importance for biologi-
cal systems, proteins are also interesting dynamical systems
from a purely physical point of view, combining liquidlike
behavior at high frequencies with elastic behavior at low
frequencies. The main experimental techniques for studying
protein dynamics are inelastic neutron scattering1 for short to
medium time scales of about 1 ns and nuclear magnetic reso-
nance !NMR"2 for nanosecond to microsecond motions. Be-
cause of the structural complexity of proteins, the interpreta-
tion of the experimental results requires numerical
calculations on atomic models. Therefore protein dynamics
is a field that is marked by the cooperation of experiment and
simulation.

Numerous experimental and theoretical studies have pro-
vided a general picture of protein dynamics spanning the
whole frequency range.3,4 As in all physical systems, low
frequencies correspond to collective motions, whereas high
frequencies describe localized motions. The highest frequen-
cies in a protein, around 100 THz !3000 cm!1", represent
bond-stretching vibrations that involve a hydrogen atom.
Moving toward lower frequencies, there are the bond stretch-
ing vibrations between two heavy atoms, bond angle vibra-
tions, motions of larger chemical groups, residue deforma-
tions and residue rigid-body motions, secondary structure
deformations, and finally large scale collective motions, e.g.,
domain motions.

The main theoretical techniques for studying protein dy-
namics are molecular dynamics !MD" simulations and nor-
mal mode analysis.5 The standard protein model consists of
one classical point mass for each atom with interactions de-
scribed by empirical force fields that contain long-ranged
electrostatic contributions and short-ranged terms describing

the chemical bond structure, excluded-volume effects, and
van der Waals interactions:

U" %
bonds i j

k i j!ri j!ri j
(0)"2# %

angles i jk
ki jk!& i jk!& i jk

(0)"2

# %
dihedrals i jkl

k i jklcos!ni jkl' i jkl!( i jkl"

# %
all pairs i j

4) i j! * i j
12

r12
!

* i j
6

r6
"

# %
all pairs i j

qiq j

4+)0ri j
# non-bonded.

!1"

The quantities ki j , ri j
(0) , ki jk , & i jk

(0) , ki jkl , ni jkl , ( i jkl , ) i j ,
* i j , and qi are parameters obtained by fitting to experimen-
tal data or from more detailed calculations; they depend on
the atoms involved. Due to the long-ranged terms all ele-
ments of the second-derivative matrix that is diagonalized in
normal mode analysis are nonzero. This is the cause for the
enormous memory requirement that is the limiting factor in
normal mode calculations of macromolecules.

The high-frequency part of the spectrum has been ana-
lyzed in detail by classical spectroscopy techniques on small
peptide chains. It is mainly determined by the first three
terms in Eq. !1", which describe the chemical bond structure.
The very low frequency motions have been studied in detail
as well, because they contain the highly specific domain mo-
tions which determine a protein’s function.6 Several studies
have shown that they are not sensitive to the details of the
force field, but can be obtained with a simple harmonic force
field with a distance-dependent force constant. Such models
have been found sufficient to reproduce the frequency spec-
trum up to ,0.5 THz !15 cm!1"7 and to identify the biologi-
cally relevant domain motions.8 An even simpler Gaussian

a"Electronic mail: hinsen@cnrs-orleans.fr
b"Electronic mail: kneller@cnrs-orleans.fr
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107660021-9606/99/111(24)/10766/4/$15.00 © 1999 American Institute of Physics



1. MOLECULAR DYNAMICS SIMULATIONS OF SIMPLE LIQUIDS 61

0.6 1 1.2 1.4 1.6 1.8 2
r
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U!r"

FIGURE III.2. The Lennard-Jones potential (solid line) and its
harmonic approximation (dashed line) for � = 1 and ⇥ = 1.

These parameters correspond to those used by Rahman in [12]. The simulation
has been performed with a time step of �t = 10 fs (1 fs = 10�15 s), storing 8200
consecutive configurations of positions and velocities for later analysis. The to-
tal length of the recorded trajectory corresponds thus to 82 ps (1 ps = 10�12 s).
The simulation was set up with a kinetic energy corresponding to T = 94.4 K
(K is the temperature in Kelvin), using an equilibration period of 10000 sim-
ulation steps, prior to the production run of 8200 steps. The final average
temperature of the recorded trajectory was T = 95.5 K. To assign a tempera-
ture to a given configuration n one uses the relation between the instantaneous
temperature and the kinetic energy, which is given by

T (n) =
1

(3N � 3)kB

N�

�=1

1

2
m�v

2
�(n)

⌅ ⇤⇥ ⇧
Ekin

. (III.9)

The simulation temperature is obtaines by averaging over the trajectory,

T =
1

Nt

Nt�1�

n=0

T (n). (III.10)

Here and in the following Nt denotes the number of configurations in the
simulation trajectory, which may be different from the number of simulation
steps. Usually not all simulation steps are used for further analysis. In defi-
nition (III.9) only 3N � 3 degrees of freedom are used, and not 3N , since the

60 3. DIFFUSIVE MOTIONS IN SIMPLE LIQUIDS

consider a simple harmonic oscillator, the latter apply if the spacing of the vi-
brational energy levels is much smaller than the thermal energy kBT ,

�⇧0 ⌅ kBT (III.6)

Here ⇧0 is the angular frequency of the oscillator. Given any potential with a
local minimum, we can estimate ⇧0 from the vibrational frequency in the local
minimum, which is obtained from a Taylor expansion of the potential around
the local minimum. For the Lennard-Jones potential we have for example

ULJ(r) = 4�

⇤⇧⌅

r

⌃12

�
⇧⌅

r

⌃6
⌅
⇤ �� +

18 · 22/3�
�
r � r0

⇥2

⌅2
, (III.7)

where r0 = 21/6⌅ locates the minimum of ULJ . The Lennard-Jones potential
and its harmonic approximation are shown in Fig. III.2. Apart from a constant,
the approximation has thus the form U(x) = 1

2Kx2, where x = r � r0 and K

is a force constant. Using the relation ⇧0 =
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K/µ for a classical harmonic
oscillator we obtain here
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where µ = M/2 is the reduced mass of two atoms with identical mass M .
In the case of liquid argon argon, which is discussed below, one finds for a
temperature of T = 94.4 K that �⇧0 = 0.4 kBT , if one uses the same Lennard
Jones potential as Rahman in his simulation of liquid argon [12]. In this case
the classical approximation is thus reasonably well justified.

It must be emphasised that the above verification of the validity of the clas-
sical approximation is based on a local harmonic approximation of the simula-
tion potential. One could also convert relation (III.6) into a frequency condition
for a given temperature,
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h
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where h is Planck’s constant and ⇤ are the frequencies present in the system.
The latter are, however, not necessarily due to harmonic vibrations, and in this
case condition (III.8) is not on safe grounds since. In the case of liquid argon
one finds for example ⇤ ⌅ 0.56 THz. Looking at the spectrum of the velocity
autocorrelation function shown in Fig. III.4 shows that condition III.8 is not
well fulfilled.

1.4. Liquid argon revisited. Let us now study some results obtained from
a simulation of 1000 argon atoms in the liquid state. The simulation has been
performed in a cubic box of 3.441 nm (1 nm = 10�9 m), which is depicted
in Fig.III.1. using the microcanonical ensemble, where the number of parti-
cles N , the total energy E and the volume are fixed. The interactions were de-
scribed by a Lennard-Jones potential with � = 0.99773 kJ/mol and ⌅ = 0.34 nm.
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Basic analysis of MD simulations
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FIGURE III.4. VACF of liquid argon obtained from MD simula-
tion. The insert shows the corresponding Fourier spectrum.

defined through

g(r) =
1

4⇥r2⇤

1

N

�

�

�

⇥ �=�

⌅�(r � |R� �R⇥|)⇧ (III.12)

For each particle the density of the remaining particles is computed as a func-
tion of the distance r from the chosen centre particle. The resulting density is
then normalised to the average particle density, ⇤, and finally averaged over all
N centre particles. In practice g(r) is computed using a histogram technique,
using a finite width of the bins for the distance r. Fig III.3 shows the radial
distribution function for liquid argon which has been obtained from the MD
simulation described above. One recognises that g(r) has peaks which at posi-
tions which are located at multiples of the Lennard-Jones parameter ⌅, which
describes approximately the size of the argon atoms (⌅ = 0.34 nm). With in-
creasing distance the peaks are less pronounced, and with r ⇥ ⇤ the radial
distribution function tends to one. The first peak indicates the radius of the
shell of next neighbours which form a sort of cage for the respective centre
particle.
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average over molecules
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Diffusion constant D from the slope
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Maxwell distributionTrajectory

(231808 water molecules). The corresponding simulation runs have been performed

for 600 ns.

For all MD simulations we used the GROMACS package,21 setting the temperature to

310 K for the all-atom system and to 320 K for the coarse-grained system. The slight

temperature increase in the latter case was chosen to compensate for the fact that the

effective lipid masses in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral MSD for the center-of-mass

of the lipid molecules. For this purpose we averaged over the contribution of all lipid

molecules, W (n) = 1
N

PN
↵=1 W

(↵)(n), where

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

��x(↵)(k + n)� x(↵)(k)
��2 . (8)

Here N is the total number of lipid molecules and Nt is the number of time frames in the

analysis. We use the short notation x(k) ⌘ x(k�t) etc., where �t is the sampling time

step. To obtain reliable estimations of the MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass VACF, averaging again over all

molecular contributions, cvv(n) = 1
N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡
1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n). (9)

The subsequent analyses had to be limited to a maximum lag time of 100 ps, since statis-

tical noise is dominating beyond that limit.

The cosine transform of the VACF was estimated with two completely different ap-

proaches, in order to assure its reliability in the crucial low frequency region:

1. A windowed discrete Fourier transform (WDFT). Here

g(n) ⇡ �t

2

Nt�1X

k=�(Nt�1)

e�
2⇡ink
2Nt�1w(k)cvv(k), (10)

where g(n) ⌘ g(n�!) and �! = 2⇡/((2Nt � 1)�t). The window function w(k) ⌘

w(k�t) reduces the statistical noise22 and for our calculations we used a Gaussian

form, w(t) = exp (�t2/(2�2
t )). The width was chosen as � = 0.2 ⇥ T , with T =

(Nt � 1)�t being the trajectory length.

4

average over molecules

Velocity autocorrelation function (oxygen)

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n)
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Velocity autocorrelation function (hydrogen)



Density of States, VACF, and diffusion 
coefficient

Anomalous diffusion is an ubiquitous phenomenon, which is observed in a variety of

“crowded” physical and biological systems. It refers to a sub- or superlinear growth of

the mean square displacement (MSD) of the diffusing particles under consideration,1–3

W (t) ≡ ⟨|x(t)− x(0)|2⟩
t→∞
∼ 2Dαt

α, (1)

and the case α = 1 corresponds to “normal” diffusion.4,5 The fractional diffusion constant

Dα has the dimension m2/sα and the symbol ⟨. . .⟩ denotes here a classical equilibrium en-

semble average. The aim of this paper is to devise a simple method enabling the detection

of anomalous diffusion processes by quasi-elastic neutron scattering experiments, which

yield access to the Fourier spectrum of the velocity autocorrelation function (VACF) of

the diffusing particles.6 For this purpose, we use the relation7,8

W (t) = 2

∫ ∞

0

dτ (t− τ)cvv(τ), (2)

between the MSD and the VACF, which is derived from the identity x(t) − x(0) =
∫ t

0 dτ v(τ) and the definition of the VACF as a classical equilibrium time correlation func-

tion, cvv(t) ≡ ⟨v(t) · v(0)⟩. The latter definition implies its stationarity and in particular

the symmetry relation cvv(t) = cvv(−t), such that its Fourier spectrum, which is usually

referred to as the “Density of states”, is completely defined by the cosine transform

g(ω) ≡

∫ ∞

0

dt cosωt cvv(t). (3)

The idea is now to relate the asymptotic form (1) of the MSD for long times to the asymp-

totic form of g(ω) for small frequencies. This is accomplished by using the results of

Ref. [9], where it is shown that the asymptotic form (1) of the MSD and Relation (2) imply

that the Laplace transformed VACF, defined as ĉvv(s) =
∫∞

0 dt exp(−st)cvv(t) (ℜ{s} > 0),

behaves for small s as

ĉvv(s)
s→0
∼ Γ(α+ 1)Dαs

1−α. (4)

Noting now that g(ω) = ℜ{ĉvv(iω)}, one obtains with (4)

g(ω)
ω→0
∼ ω1−α sin

(πα

2

)

Γ(1 + α)Dα. (5)

The long-time tail of the VACF has the form,9

cvv(t)
t→∞
∼ Dαα(α− 1)tα−2, (6)

2

and is a necessary condition for anomalous diffusion. For 1 < α < 2 it is also sufficient.9

The long-time tail can be used to prove the existence of the Fourier integral (3) whose

existence is not implied by the existence of ĉvv(s). For this purpose we use that the integral
∫∞

tm
dt cos(ωt)t2−α exists for 0 < α < 2 and any finite tm > 0. The lower bound tm can be

thought as limit from which on the VACF is represented by its long-time tail. If the VACF

is sufficiently well behaved, such that
∫ tm

0 dt cos(ωt)cvv(t) exists for any tm > 0, g(ω) exists

as a whole and expression is thus valid for the whole range 0 < α < 2. For α = 1, one

obtains in particular g(ω)
ω→0
∼ D, which is in agreement with the classical Kubo formula

for the diffusion coefficient,7,10 D =
∫∞
0 dt cvv(t) = g(0), and for subdiffusion Relation (5)

corresponds to the generalized Kubo formula9

Dα =
1

Γ(1 + α)

∫ ∞

0

dt 0∂
α−1
t cvv(t). (7)

Here 0∂
α−1
t denotes a fractional Riemann-Liouville derivative of order α−1 and the latter

is defined through ∂α−1
t cvv(t) =

d
dt

∫ t

0 dt
(t−τ)1−α

Γ(2−α) cvv(τ).

Molecular dynamics (MD) simulations yield access to both the MSD and the VACF of

the simulated molecules and they are thus a powerful tool to test the estimation of the

parameters α and Dα through Relation (5) against the standard approach, which uses the

asymptotic form (1) of the MSD. In the following this will be illustrated with MD trajec-

tories from an earlier simulation study of a lipid POPC (1-palmitoyl-2-oleoyl-sn-glycero-

3-phosphocholine) bilayer, whose molecules exhibit lateral subdiffusion.11 Similar results

have been found for other types of lipid bilayers, using MD simulations12–14 and experi-

mental techniques.15,16 For our study we use two simulation models (for details we refer

to Ref. [11]):

1. An atomic resolution model (left part of Fig. 1), where atomic interactions are de-

scribed by the OPLS force field.17,18 In total 274 POPC lipid molecules are immersed

in a solvent of 10471 water molecules and the corresponding production runs have

been performed for 150 ns.

2. A coarse grained model, where each lipid molecule is represented by 13 beads and

four water molecules are combined into one “water bead” (right part of Fig. 1). The

interactions are here described by the MARTINI force field19,20 and we simulated a

bilayer consisting of 2033 POPC lipid molecules in a solvent of 57952 water beads

3

D
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Calculation of time correlation functions -
an « efficient detour » via Fourier space

Fast correlation algorithm
Correlation theorem of the Fourier transform

The correlation theorem of the Fourier transform reads
Z +1

�1
dt f (t + ⌧)g⇤(⌧) =

1

2⇡

Z +1

�1
d! f̃ (!)g̃⇤(!)e i!t

where

f̃ (!) =

Z +1

�1
d! f (t)e�i!t ,

f (t) =
1

2⇡

Z +1

�1
d! f̃ (!)e i!t ,

is the Fourier transform pair of f .



Fast Correlation algorithmFast correlation algorithm
Fast Correlation Algorithm

The discrete version of the correlation theorem,

Nt�1X

k=0

f (n + k)g⇤(k) =
1

Nt

Nt�1X

k=0

F (k)G ⇤(k)e2⇡i
nk

Nt

F (k)
FFT
=

Nt�1X

n=0

f (n)e�2⇡i nk
Nt ,

can be used to compute correlation functions by a “detour” via a
Fast Fourier Transform (FFT), which reduces the complexity from
N

2
t to Nt log2 Nt , Nt being the number of frames in the discrete

signals. To avoid spurious correlations due to periodicity, use zero
padding,

f (n) ! fp(n) =

(
f (n) if 0  n  Nt � 1,

0 if Nt  n  2Nt � 1.



Computing MSDs

Fast correlation algorithm
Fast computation of MSDs

Use here that 6
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on spectral estimation techniques for discrete signals and will be presented in
the following.

2.1. Autoregressive model. In the following we consider the velocity tra-
jectory of a tagged particle in a liquid as a discrete signal of infinite length,

v(n) ⇥ v(n�t), n ⇤ Z. (III.19)

Here �t is the sampling time step, which is a multiple of the MD simulation
time step. We consider now the representation of the signal v(n) by an autore-
gressive model (AR model) of order P ,

v(n) =
P�

k=1

a(P )
k v(n� k) + ⇥P (n) (III.20)

The coefficients {a(P )
k } are real and ⇥(n) is white noise with amplitude ⇤P ,

⌃⇥P (n)⌥ = 0, (III.21)
⌃⇥P (n)⇥P (n�)⌥ = ⇤2

P �nn� . (III.22)

If P = 1 the AR model describes a Markov process, more precisely an
Ornstein-Uhlenbeck process. The P + 1 coefficients {a(P )

k , ⇤P} are to be de-
termined from the signal v(n). For this purpose we can use relation (III.22).
Multiplying eq. (III.20) by v(n�j) and performing an ensemble average yields
the Wiener-Hopf equations for the coefficients a(P )

k :

P�

j=1

cvv(|j � k|�t)a(P )
k = cvv(j), k = 1 . . . P (III.23)

It is assumed that v(t) is a stationary stochastic process, such that ⌃v(t1)v(t2)⌥ =
⌃v(t1�t2)v(0)⌥. Since ⇥P (.) is supposed to be white noise it is not correlated with
preceding values of v, and therefore ⌃⇥P (n)v(n� k)⌥ = 0 for k = 1 . . . P . Multi-
plication of (III.20) with v(n) and averaging fixes the variance of the noise,

⇤2
P = cvv(0)�

P�

k=1

a(P )
k cvv(k) (III.24)

The above Relation can be considered as a fluctuation-dissipation theorem for
discrete dynamical variables since it relates the amplitude ⇤P of the fluctua-
tions to the (decaying) autocorrelation function.
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The above Relation can be considered as a fluctuation-dissipation theorem for
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two-sided z-transform of discrete functions. For an arbitrary discrete function
f(n) these transforms are defined through

F (z) =
+⇥⌥

n=�⇥
f(n)z�n, (III.38)

F>(z) =
⇥⌥

n=0

f(n)z�n, (III.39)

respectively. The one-sided z-transform can be considered as Laplace trans-
form for discrete functions. As for Laplace transforms, one assumes that the
function to be transformed is zero on the negative time axis. The inverse trans-
forms of (III.38) and (III.39) are obtained from the same contour integral,

f(n) =
1

2�i

⇧

C

dz zn�1F(>)(z), (III.40)

where the integration contour C is to be taken within the region of convergence
of F (z)(>). In the latter F(>)(z) can be expanded in a Laurent series, and f(n)
is just the coefficient corresponding to the index �n.

In the AR model the (two-sided) z-transform of the discrete autocorrelation
function cvv(n) has a so-called all-pole form and can be directly expressed in the
coefficients of the AR model

C(AR)
vv (z) =

⇥2
P

(1�
⌃P

k=1 a(P )
k z�k)(1�

⌃P
l=1 a(P )

k zl)
(III.41)

Setting z = exp[i⇤�t] yields the power spectrum of v(n),

c̃(AR)
vv (⇤) = �t C(AR)

vv (exp[i⇤�t]) (III.42)

Note that c̃(AR)
vv (⇤) is an approximation of the Fourier transform of the contin-

uous autocorrelation function cvv(t).

c̃(AR)
vv (⇤) = �t

+⇥⌥

n=�⇥
c(AR)
vv (n) exp[�in⇤�t] ⇥ c̃vv(⇤). (III.43)

2.4. Estimating the correlation function from the AR parameters. As the
Fourier spectrum of the VACF, the correlation function itself can be estimated
from the parameters of the AR model. One computes simply the inverse z-
transform of C(AR)

vv (z), writing

C(AR)
vv (z) =

1

a(P )
P

�zP ⇥2
P�

zP �
P⌥

k=1

a(P )
k zP�k

⇥

⌦  � ↵
p(z)

�
P⌥

k=1

⇤
a(P )

l

a(P )
P

⌅
zl � 1

a(P )
P

⇥

⌦  � ↵
q(z)

. (III.44)

z-Transform

Finite sample of a signal vM (n) =

�
v(n) si �M ⇥ n ⇥M
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On trouve la même correspndance que pour la transformée en z bilatérale,

(f ⇥ g)(n) ⌅⇧ F̂>(z)Ĝ>(z) (115)

5. Théorème de corrélation et théorème de Parseval

On rappelle que la convolution discrète de deux fonctions non-périodiques
est définie par

(f ⇤ g)(n) =
+⇧⌅

j=�⇧

f(n + j)g⇥(j) (116)

Par conséquent

Z {(f ⇤ g)(n), n, z} =
+⇧⌅

n=�⇧
z�n

�
+⇧⌅

j=�⇧

f(n + j)g⇥(j)

⇥

=
+⇧⌅

j=�⇧

g⇥(j)
+⇧⌅

n=�⇧
z�nf(n + j)

n⇤n⇥�j
=

+⇧⌅

j=�⇧

g⇥(j)
+⇧⌅

n⇥=�⇧

z�(n⇥�j)f(n⌅)

=

�
+⇧⌅

j=�⇧

g(j)(1/z⇥)�j

⇥⇥

⌥ ⌃⇧ �
Ĝ�(1/z�)

+⇧⌅

n⇥=�⇧

z�n⇥
f(n⌅)

⌥ ⌃⇧ �
F̂ (z)

.

On trouve la correspondance

(f ⇤ g)(n) ⌅⇧ F̂ (z)Ĝ⇥(1/z⇥) (117)

Cette relation n’est pas valable pour la transformée en z unilatérale. Dans ce
cas le changement de la variable de sommation de n à n⌅ = n + j a pour
conséquence que la borne inférieure de n⌅ est j et non 0. Par conséquent au-
cune relation utile pour la corrélation peut être dérivée pour la corrélation en
z unilatérale.

Il suit de théorème de corrélation que

(f ⇤ f)(n) =
1

2�i

⇤

C

dz zn�1F̂ (z)F̂ ⇥(1/z⇥).

En utilisant la définition de la corrélation discrète on trouve en particulier pour
n = 0

+⇧⌅

j=�⇧

|f(j)|2 =
1

2�i

⇤

C

dz z�1F̂ (z)F̂ ⇥(1/z⇥).

On note que 1/z⇥ = z si |z| = 1 et F̂ (z)F̂ ⇥(1/z⇥) = |F̂ (z)|2 dans ce cas. Si
l’on choisit z(⇥) = exp(i⇥) où ⇥ ⌃ [��, +�) pour le contour C dans l’intégrale

F (z)G�(1/z�)

Correlation function cvv(n) = lim
M⇤⌅

1
2M + 1

M�

k=�M

v(n + k)v⇥(k)

Cvv(z) = lim
M⇥⇤

1
2M + 1

VM (z)V �M (1/z�)

●

●

●

Wiener-Khintchin theorem for discrete signals 
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f(n)z�n, (III.38)

F>(z) =
⇥⌥

n=0
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respectively. The one-sided z-transform can be considered as Laplace trans-
form for discrete functions. As for Laplace transforms, one assumes that the
function to be transformed is zero on the negative time axis. The inverse trans-
forms of (III.38) and (III.39) are obtained from the same contour integral,

f(n) =
1

2�i

⇧

C

dz zn�1F(>)(z), (III.40)

where the integration contour C is to be taken within the region of convergence
of F (z)(>). In the latter F(>)(z) can be expanded in a Laurent series, and f(n)
is just the coefficient corresponding to the index �n.

In the AR model the (two-sided) z-transform of the discrete autocorrelation
function cvv(n) has a so-called all-pole form and can be directly expressed in the
coefficients of the AR model
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vv (z) =
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P

(1�
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k zl)
(III.41)

Setting z = exp[i⇤�t] yields the power spectrum of v(n),

c̃(AR)
vv (⇤) = �t C(AR)

vv (exp[i⇤�t]) (III.42)

Note that c̃(AR)
vv (⇤) is an approximation of the Fourier transform of the contin-

uous autocorrelation function cvv(t).

c̃(AR)
vv (⇤) = �t

+⇥⌥

n=�⇥
c(AR)
vv (n) exp[�in⇤�t] ⇥ c̃vv(⇤). (III.43)

2.4. Estimating the correlation function from the AR parameters. As the
Fourier spectrum of the VACF, the correlation function itself can be estimated
from the parameters of the AR model. One computes simply the inverse z-
transform of C(AR)

vv (z), writing

C(AR)
vv (z) =
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a(P )
P
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Analytical form of the Fourier-
transformed correlation function

α MSD WDFT MEE

AA 0.700 ± 0.003 0.426 ± 0.007 0.406 ± 0.018

CG 0.516 ± 0.002 0.452 ± 0.003 0.466 ± 0.012

Dα MSD WDFT MEE

AA 0.0160 ± 0.0001 0.0225 ± 0.0003 0.0205 ± 0.0007

CG 0.0555 ± 0.0003 0.0466 ± 0.0004 0.0394 ± 0.0012

TABLE I: Fit parameters α and Dα [nm2/psα], obtained by fits of a) Expression (1) to the MSD, b)

Expression (5) to g(ω) from a windowed discrete Fourier transform, c) Expression (5) to g(ω) from

maximum entropy estimation. Here AA stands for ”all atom” and CG to ”coarse-grained.

2. Maximum entropy estimation (MEE). Here the Cartesian components of the parti-

cle velocity are represented by an autoregressive (AR) model,23,24

v(n) =
P
∑

j=1

a(P )
j v(n− j) + ϵ(n), (11)

where P is the order of the process, a(P )
j are constants, and ϵ(n) is white noise

with ⟨ϵ(n)ϵ(k)⟩ = σ2
P δnk. Since ⟨v(n)ϵ(k)⟩ = 0 for n ̸= k, one can establish a set

of linear equations (Yule-Walker equations) for the coefficients a(P )
j , which has the

form
∑P

j=1 c(|n− j|)a(P )
j = c(n). The squared amplitude of the white noise is given

by σ2
P = c(0) −

∑P
j=1 a

(P )
j c(j). With these prerequisites g(ω) can be analytically

expressed,23,24

g(ω) ≈
σ2
P∆t

2
∣

∣

∣
1−

∑P
k=1 a

(P )
k exp(−iωk∆t)

∣

∣

∣

2 . (12)

For our calculations we used P = 400 for the atomic resolution model and P = 600

for the coarse-grained model. These numbers are defined through P∆t = tmax,

where tmax = 100ps is the maximum trustable lag time of the VACF. Since the lipid

bilayer is isotropic in the membrane plane, the AR coefficients for the two Cartesian

components in the plane of the bilayer have been averaged.

Fig. 2 displays the MSDs in log-log form. Since the MSD for the atomic resolution

model (blue dots) reveals a slow approach to the asymptotic diffusive regime of the MSD,

which is attained after about 0.5 ns, Expression (1) was here fitted for t > 0.5ns (blue

5
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FIGURE III.6. Left: VACF of liquid argon obtained from stan-
dard estimation (red solid line), as compared to the estimation
by by the AR model with different orders. Right: Correspond-
ing Fourier spectra. See explanations in the text.

2.5. Computing the memory function. To compute the memory function
we start from the discrete version of equation (I.95),

cvv(n + 1)� cvv(n)

�t
= �

n⇧

k=0

�t⇥(n� k)cvv(k) (III.52)

and apply a one-sided z-transform. Using that

Z> {f(n + 1)} = zF>(z)� zf(0) (III.53)

for any discrete function f(n) whose one-sided z-transform exists, one obtains

zCvv,>(z)� zcvv(0)� Cvv,>(z)

�t
= ��tK>(z)Cvv,>(z).

This equation can be solved for the z-transformed memory function

K>(z) =
1

�t2

⇤
zcvv(0)

Cvv,>(z)
+ 1� z

⌅
. (III.54)

This equation is only useful if we have an expression for the one-sided z-
transform of the VACF. Such an expression can be easily obtained from the
AR model (III.49) of the VACF,

C(AR)
vv,> (z) =

⇥⇧

n=0

c(AR)
vv (n)z�n =

P⇧

j=1

�j

⇥⇧

n=0

�zj

z

⇥n

.

G.R. Kneller and K. Hinsen. J. Chem. Phys., 115(24):11097–11105, 2001.

Application to a simple liquid (argon)



• 2x137 POPC molecules (10 nm ✕ 10 
nm in the XY-plane)

• 10471 water molecules (fully hydrated)

• OPLS force field

• T=310 K

S. Stachura and G.R. Kneller, Mol Sim. 40, 245 (2013).

MSD for lateral diffusion

ps to ns time scale

J.H. Jeon, H. Monne, M. Javanainen, and R. Metzler, Phys Rev Lett (2012).
 G.R. Kneller, K. Baczynski, and M. Pasenkiewicz-Gierula, J Chem Phys 135, 141105 (2011).
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1412 LETTERS TO THE EDITOR 

In the third column of Table I is shown the excess of energy of 
the gauche-molecule referred to that of the trans-molecule in the 
gaseous and liquid states, and in the fourth and fifth columns 
the wave numbers of the absorption peaks of the two bands used 
in the intensity measurement. These data are in general in agree-
ment with, but are more accurate than, those obtained previously 
by the spectroscopic and electric measurements,! and they support 

TABLE 1. The energy difference llE hetween the rotational 
isomers in cal/mole. 

Wave numbers 
(cm-I ) of ab-

sorption peaks 
Compounds State llE=Eg-E, trans gauche 

gas 1140±20 1232 1291 
CIH,C -CH,CI liquid {0±50 1451 1430 

0±50 1230 1284 

gas 1460±30 1204 1268 
CIH,C -CH,Br liquid {420±50 1440 1422 

410±50 1202 1259 

BrH,C -CH,Br gas 1700±40 1187 1251 
liquid 730±50 1437 1420 

our view that the decrease of the value of tJ.[i; in the liquid state 
arises from the molecular interaction, which can be calculated 
electrostatically.3 In other words, in the liquid state the gauclte-
molecules with larger moment decrease in their energy much more 
markedly than the trans-molecules, so that the values of tJ.E in the 
liquid state become smaller than those in the gaseous state. 

In this connection we should like to add a remark on the pre-
dominance of one rotational isomer of ClH2C - CHCh concluded 
from the dipole measurement of Thomas and Gwinn.' This has 
been confirmed by our infrared measurement, but the less stable 
isomer exists in an amount still detectable by our spectroscopic 
measurement, since the disappearance of some absorption peaks 
takes place on solidification and there is a change of relative 
intensity of absorption bands between the . liquid and nonpolar 
solution. * For example, the band at 1236 cm-1 of the less stable 
isomer becomes less intense in carbon tetrachloride solution than 
in the liquid state. From this fact this band can be assigned to 
the more polar isomer which becomes relatively less stable in a 
nonpolar solvent. 

1 The summary up to 1949 is given in Mizushima, Morino, and Shima· 
nouchi, J. Phys. Chem. 56, 324 (1952). See also S. Mizushima, Reilly 
Lectures, Vol. 5, University of Notre Dame (1952); Morino, Mizushima, 
Kuratani, and Katayama, J. Chem. Phys. 18, 754 (1950). The reference 
to the papers of other authors (including Bernstein, Rank, Kagarise, and 
Axford) are also given in these papers. 

'Shimanouchi, Tsuruta, and Mizushima, Sci. Pap. Inst. Phys. Chem. 
Res. Tokyo 42, 51 (1944). 

• Watanabe, Mizushima, and Masiko, Sci. Pap. Inst. Phys. Chem. Res. 
Tokyo 40, 425 (1943); S. Mizushima and H. Okazaki, J. Am. Chem. Soc. 
71,3411 (1949); Morino, Mizushima, Kuratani, and Katayama, J. Chem. 
Phys. 18, 754 (1950). In these papers the calculation is made on the assump-
tion of a single dipole located at the center of the molecule. Recently 
Wada in our laboratory improved the calculation by taking into account 
individual bond dipoles. 

• J. R. Thomas and W. D. Gwinn, J. Am. Chern. Soc. 71, 2785 (1949). * As to the significance of these spectral changes, see the first two papers 
of reference 1. 

Anomalous Diffusion of Acetone into 
Cellulose Acetate* 

F. A. LONG, E. BAGLEY, AND J. WILKENS 
Department of Chemistry, Cornell University, Ithaca, New York 

(Received May 18, 1953) 

A NOMALOUS or non-Fickian diffusion of small molecules in 
polymers. has been reported for several systems'-

6 and 
appears to be the normal behavior when the polymer-penetrant 
mixture is below its second-order transition." 6 The anomalies are 
particularly marked for diffusion into cellulosic polymers.2.3 For 
the kinetics of sorption of a vapor by a polymer film the major 
attention has been focused on the anomalous changes in sorption 

0.01 

0.01 
Q, 

m9 /cm' 
0.00 

0.01 

0.01 

0.01 
)" 

__ -L ______ L-____ -L ____ 

o 4 8 12 16 
'if ,min V2 

FIG. 1. Interval sorption of acetone into cellulose acetate, 30°C. Plots 
extend to from 15 to 30 percent of equilibrium takeup. Film thickness is 
3.8 X 10-' cm. 

rate which occur at roughly half-time for the total sorption and 
the tentative explanations so far advanced have dealt essentially 
with this anomaly,3.6 We have done some interval sorption exper-
iments with acetone and cellulose acetate (37.9 percent acetyl) 
which put a quite different complexion on the problem since they 
show that the major anomaly occurs very early in the sorption 
process. 

The procedure and apparatus for interval sorption experiments 
have been described previously.'- 7 In the present case a dry film 
of cellulose acetate (cast from acetone on mercury) was suspended 
from a quartz spiral balance and the sorption kinetics followed for 
a series of successively higher, narrow pressure ranges of acetone. 
For each interval the film was equilibrated to the particular 
pressure of vapor before increasing the pressure for the next 
interval. The results of one set of interval sorptions are given in 
Fig. 1 as plots of weight takeup Q in mg/cm2 vs vt. (For Fickian 
diffusion, Q vs vt plots are initially linear.) Along with each curve 
are given the pressure and concentration range of the interval and 
the value of Q., the equilibrium weight increase for the particular 
interval. Attainment of final equilibrium generally took from four 
to seven days. 

The curves for the two lowest pressure intervals are similar to 
those reported previously for anomalous diffusion in that they are 
initially linear, but at later times the slope increases leading 
ultimately to an inflection in the Q-vt plots. Strikingly different 
behavior is shown by the curves for all subsequent intervals since 
for these there is an initial, rapid weignt increase (the "initial 
stage") followed by a very much slower weight increase (the "slow 
stage"). Quite clearly the slopes for the "initial stages" increase 
considerably with increasing concentration of acetone in the film; 
in contrast the slopes for the "slow stages" are essentially inde-
pendent of concentration. 

Experiments with films of different thickness show that, for a 
given concentration interval, the value of tl for completion of the 
initial stage increases directly with film thickness. This indicates 
that the initial phase is not simple due to a buildup of vapor on 
the surface; in fact it argues strongly that during the initial stage 
the vapor penetrates the entire film. Fairly direct evidence that 
this last is true is shown in Fig. 2, which compares the expansion 

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
194.167.30.120 On: Sun, 23 Feb 2014 15:22:03

F.A. Long, E. Bagley, and J. Wilkens, 
The Journal of Chemical Physics 21, 1412 (1953).

go6 ANOMALOUS DIFFUSION IN TRUE SOLUTION 

ANOMALOUS DIFFUSION IN TRUE SOLUTION. 

BY HERBERT FREUNDLICH AND DEODATA KRUGER. 

Received 30th April, 1935. 

The method generally adopted for measuring diffusion constants is 
that of Oeholm : a layer of the solution is covered carefully with a layer 
of the solvent thrice as thick; after a sufficient lapse of time, the whole 
amount of fluid is divided into four portions, which are analysed. The 
diffusion constant may then be determined according to Fick’s law, from 
tables calculated by Stefan and Kawalki. In some cases this method 
gives satisfactory constants, although, even when using small concen- 
centrations,l other methods fail to do so. Solutions of substances with 
high molecular weight very frequently deviate strongly from Fick‘s law,2 
and do not give constants when investigated by Oeholm’s method. A 
case of this type was first found by Herzog and PolotzkyS in aqueous 
solutions of dyestuffs. Still more pronounced instances have been de- 
tected in solutions of natural products and their derivatives (cellulose, 
etc.). There seem to be several possible explanations of these anomalies. 
That most favoured assumes that the solution is not homogeneous, but 
contains substances of different molecular weight. Other possibilities 
are lack of purity, a special chemical reaction with the solvent, the dis- 
turbing influence of a structure or of swelling. These explanations had 
to be discarded in those cases in which similar deviations from Fick’s 
law were found with well-defined substances having a small molecular 
weight: ti quinone diffusing in pure water gives a constant, which 

1 Fiirth, Physik. Z., 1925, 26, 719 ; Fiirth and Ullmann, Kolloid-Z., 1927, 41, 
304; Zuber, 2. Physik, 1932, 79, 291. 

The “ diffusion constant ” may be a function of the con- 
centration of the diffusing substance or the diffusion may proceed in an anomalous 
way owing to  secondary influences. 

3 R. 0. Herzog and Polotzky, 2. physik. Chem., 1914, 87,449. 
4 R. 0. Herzog and D. Kriiger, J. physic. chem., 1g2g,33, 179 ; R. 0. Herzog 

and Cohn. Helv. Chim. Act., 1928, I I ,  529 ; v. Frank and Mendrzyk, Ber., 1930. 
63,875 ; R. 0. Herzog and Kudar, 2. physik. Chem., 1933, rWA, 343 ; D. Kriiger 
and H. Grunsky, ibid., 1930, 150, 115 ; 1934, 170, 161 ; R. 0. Herzog, ibid., 

Quite generally. 

1935, 172,239. 
6 H. Freundlich and D. Kriiger, 2. Elektrochem., 1930, 36, 305. 
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H. Freundlich and D. Krüger, Trans. Faraday Soc. 31, 906 (1935).
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presented in a concise way, starting with classical di↵usion models and their
mathematical extensions for the description of anomalous di↵usion and re-
laxation. These models are then related to exact results, which are obtained
by asymptotic analysis of the GLE and the related mean square displace-
ments, and the latter are illustrated by molecular dynamics simulations of
biomolecular systems.

2. Some models for anomalous di↵usion

2.1. Generalized Fick’s law

The first theoretical description of di↵usion processes can be probably
attributed to the physician and physiologist Adolf Fick [8]. He derived the
well-known di↵usion equation,

@

@t
f(r, t) = D�f(r, t), (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here is D is the di↵usion coe�cient, which is a transport coe�cient
in the language of statistical physics. The di↵usion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf+r·j = 0 (second law of Fick), Eq. (1) fol-
lows. In this description one considers free di↵usion, i.e. di↵usion without a
deterministic driving force. In this case the di↵usion constant D determines
the spread of the concentration,

�
2(t) :=

R
d
n
r |r|2f(r, t)R
dnr f(r, t)

= 2nDt, (2)

assuming that the initial concentration is localized at r = 0. Here n is the
geometrical dimension of the di↵usion problem.

Deviations from the di↵usion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
in biological membranes and lipid model bilayers [10, 11, 12], where the
di↵usion of lipid molecules and embedded proteins is strongly hindered due
to the entanglement of with their environment. The e↵ect is often referred
to as crowding and leads to subdi↵usion, where

�
2(t) / t

↵ (3)
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methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
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0 < ↵ < 1
(subdiffusion)

Anomalous diffusion is known since long 
time 
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FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.
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P. Schwille, J. Korlach, and W. Webb, Cytometry 36, 176 (1999).
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f(r, t) = D�f(r, t), (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here is D is the di↵usion coe�cient, which is a transport coe�cient
in the language of statistical physics. The di↵usion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf+r·j = 0 (second law of Fick), Eq. (1) fol-
lows. In this description one considers free di↵usion, i.e. di↵usion without a
deterministic driving force. In this case the di↵usion constant D determines
the spread of the concentration,
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2(t) :=
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r |r|2f(r, t)R
dnr f(r, t)

= 2nDt, (2)

assuming that the initial concentration is localized at r = 0. Here n is the
geometrical dimension of the di↵usion problem.

Deviations from the di↵usion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
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to as crowding and leads to subdi↵usion, where

�
2(t) / t

↵ (3)

Subdiffusion of lipids observed by FCS
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with 0 < ↵ < 1. Concentration profiles with an “anomalous” spread of the
form (3) can be obtained by an appropriate generalization of the di↵usion
equation (1) in form of a fractional di↵usion equation [13, 3]

@

@t
f(r, t) = @

1�↵
t {D↵� f(r, t)} , 0 < ↵ < 2, (4)

where D↵ is a fractional di↵usion constant and @
1�↵
t denotes a fractional

Riemann-Liouville derivative of order 1 � ↵ with respect to time [14, 15].
For an arbitrary function g(t), the latter is defined as

@
1�↵
t g(t) =

d

dt

Z t

0

d⌧
(t� ⌧)↵�1

�(↵)
g(⌧) (5)

where �(.) denotes the Gamma function or generalized factorial [16]. For
↵ = 1, 2, 3, . . . the integral

R t
0
. . . becomes the familiar Liouville formula

for the multiple integration of g and one may e↵ectively write @
1�↵
t g(t) =

d/dt I
↵
g(t), where I

↵
g(t) denotes a fractional integration of order ↵. The

time evolution of the spread can be computed from the fractional di↵erential
equation

@t�
2(t) = @

1�↵
t 2nD↵ (6)

which follows from (2) and (4) and which can be solved straightwordly by
Laplace transform to yield

�
2(t) =

2nD↵t
↵

�(1 + ↵)
. (7)

In view of Relation (3) this is the desired result.

2.2. Fractional Fokker-Planck equations for spatial di↵usion

Instead of modeling di↵usion as macroscopic migration process one can
take the perspective of individual particles as representatives for the whole
ensemble and develop models for their trajectories. This route has been
proposed by Einstein in his pioneering 1905 paper [17] and lead to the theory
of stochastic processes [18, 19, 20]. In this approach the concentration profile
becomes a conditional probability p(r, t|r0, 0) for a transition r0 ! r within
time t, and instead of the concentration spread one considers the mean
square displacement (MSD) of the di↵using particles,

W (t) = h|r(t)� r(0)|2i

⌘
Z Z

d
n
r0d

n
r |r� r0|2p(r, t|r0, 0)peq(r0), (8)

Fractional derivative

W.  Wyss, Journal of Mathematical Physics 27, 2782 (1986).
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Compared to Fick’s first law, there are two generalizations to be mentioned.
Firstly there is a drift term due to the external potential and secondly it
follows from Eq. (5) that the fractional derivative induces memory e↵ects in
the response of j to the concentration gradient and the potential gradient.
It must be emphasized that the above phenomenological interpretation of
anomalous di↵usion is not the only route to anomalous di↵usion and fFPEs,
but it is conceptually close to the framework of non-equilibrium statistical
physics which will be used in the following discussion.

2.3. Fractional Wiener process

In case of free di↵usion, i.e. for V (r) = 0, p(r, t|r0, 0) describes a Wiener
process, which is generalized to a fractional variant if anomalous di↵usion
is considered. The corresponding fFPE reads

@

@t
p(r, t|r0, 0) = @

1�↵
t D↵�p(r, t|r0, 0) (0 < ↵ < 2) (13)

and the MSD can be easily computed by using that the equilibrium distri-
bution is here peq(r) = 1/V , where V is the macroscopic volume in which
the free di↵usion process takes place,

W (t) =
2nD↵t

↵

�(1 + ↵)
. (14)

The MSD has thus exactly the same form as the particle spread for the
generalized Fick model (see Eq. (7)). It should be noted that (13) does not
only include the subdi↵usive regime mentioned earlier, where 0 < ↵ < 1,
but also a superdi↵usive regime, where 0 < ↵ < 2. The latter has for
example been found in experiments on chemotaxis [27].

2.4. Fractional Ornstein-Uhlenbeck process

2.4.1. Confined motions – di↵usion and relaxation

We consider now a di↵using particle whose motions are confined in space.
Due to the confinement, it has a well-defined mean position and introducing
u(t) = r(t)� hri, it follows that

W (t) = 2{cuu(0)� cuu(t)}, (15)

where
cuu(t) = hu(t) · u(0)i (16)

is the displacement autocorrelation function (DACF) of the di↵using parti-
cle. Relation (15) reflects thus at the same time di↵usion and relaxation in
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Compared to Fick’s first law, there are two generalizations to be mentioned.
Firstly there is a drift term due to the external potential and secondly it
follows from Eq. (5) that the fractional derivative induces memory e↵ects in
the response of j to the concentration gradient and the potential gradient.
It must be emphasized that the above phenomenological interpretation of
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but it is conceptually close to the framework of non-equilibrium statistical
physics which will be used in the following discussion.
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R. Metzler, E. Barkai, and J. Klafter, Phys Rev Lett 82, 3563 (1999).

Fractional diffusion/Fokker Planck equation
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Fig. 3. Left: Molecule-averaged MSD for the lateral center-of-mass di↵usion of
POPC molecules from the coarse-grained model, where circles refer to the NPT -
ensemble and square to the the NApzT -ensemble, and the fit of model (14) (solid
line). The inset displays the MSD for the all-atom model on the same time scale
(circles) together with the fit of model (14) (solid line). Right: Molecule averaged
lateral MSDs for POPC from the coars-grained model on a longer time scale. The
legend is the same as in the left part of the figure. The inset shows that the MSDs
for the NV T -ensemble and the NApzT -ensemble cannot be distinguished on short
time scales.

converted) in Ref. [10] is approximately D↵ = 0.02 nm2
/ns↵ and thus

clearly of the same order of magnitude. This is an interesting result since
fluorescence correlation spectroscopy explores the millisecond to second time
scale, which is about 7 orders of magnitude larger than than time scale of
MD simulations.

AA CG

Fig. 4. Simulated all-atom and coarse-
grained systems for a POPC bilayer.

The accessible time scale to
simulations can be extended by
using coarse-grained models, in
which several atoms are grouped
into one “pseudo-atom”, and such
simulations for fully hydrated
POPC (1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine) bilayers
have been recently performed [36],
comparing the results obtained
from MD simulations with the
all-atom OPLS force field [37, 38]
and the coarse-grained MARTINI
force field [39, 40]. All simulation
details can be found in Ref. [36]
and here only the most important
parameters are reported. The all-atom system comprises a bilayer of 274

Compare the low freq. DOS for POPC simulations with an 
all-atom (OPLS) and a coarse-grained (MARTINI) force field:

S. Stachura and G.R. Kneller, J .Chem. Phys., vol. 143, p. 191103, 2015.

Precise calculation of the low-frequency 
DOS

g(!) =

Z 1

0
dt cos(!t)cvv(t)

!⌧1/⌧v⇠ nD↵ !1�↵ sin
⇣⇡↵

2

⌘



Low frequency DOS - FFT versus AR 
estimation

FIG. 4: Low frequency part of g(ω) estimated by a windowed discrete Fourier transform for the all

atom model (blue solid line) and for the coarse grained model (red solid line). The dots indicate

the values which have been chosen for the fits of Relation (12) and the resulting fits are indicated

as dashed lines.

FIG. 5: As Fig. 4, but for g(ω) estimated by the maximum entropy method.
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FFT

AR

Precision in the lose-
frequency regime matters!

Both FFT and AR 
estimations give very 
similar results



2

FIG. 1: Simulated models for the POPC bilayer. The left part
of the figure shows the atomic resolution model, which has
been simulated with the OPLS force field, and the right part
displays the coarse-grained model, which has been simulated
with the MARTINI force field.
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FIG. 2: Log-log plot of the average MSD for the lateral center-
of-mass motion of the lipid molecules. The blue and red dots
correspond, respectively, to the MSD values for the atomic
resolution and the coarse-grained system and the associated
dashed lines represent the fits of Expression (1). The fit for the
atomic resolution system was performed for t > 0.5ns. More
explanations are given in the text and the resulting parameters
are presented in Table I.

found for other types of lipid bilayers, using MD
simulations12–14 and experimental techniques.15,16 For
our study we use two simulation models (for details we
refer to Ref. [11]):

1. An atomic resolution model (left part of Fig. 1),
where atomic interactions are described by the
OPLS force field.17,18 In total 274 POPC lipid
molecules are immersed in a solvent of 10471 wa-
ter molecules and the corresponding production
runs have been performed for 150 ns.

2. A coarse grained model, where each lipid
molecule is represented by 13 beads and four wa-
ter molecules are combined into one “water bead”
(right part of Fig. 1). The interactions are here
described by the MARTINI force field19,20 and
we simulated a bilayer consisting of 2033 POPC

0 2 4 6 8 10

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

� [��]

�
��
�
��
��
	

�
�

�

0 2 4 6 8 10 12
0.

0.0005

0.001

� [���]

�(
�
)[
��

� /
��

]

FIG. 3: Normalized molecule-averaged VACF for the lat-
eral center-of-mass motion of the POPC molecules. The blue
line corresponds to the all atom model and the red line to
the coarse grained model. The inset shows the correspond-
ing Fourier spectra, g(!), where the thin and blurred lines cor-
respond, respectively, to the computation of g(!) by a win-
dowed discrete Fourier transform and by maximum entropy
estimation.

lipid molecules in a solvent of 57952 water beads
(231808 water molecules). The corresponding sim-
ulation runs have been performed for 600 ns.

For all MD simulations we used the GROMACS pack-
age,21 setting the temperature to 310 K for the all-atom
system and to 320 K for the coarse-grained system. The
slight temperature increase in the latter case was chosen
to compensate for the fact that the effective lipid masses
in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral
MSD for the center-of-mass of the lipid molecules. For
this purpose we averaged over the contribution of all
lipid molecules, W (n) = 1

N

PN
↵=1 W

(↵)
vv (n), where

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)(k + n)� x(↵)(k)
���
2
.

(8)
Here N is the total number of lipid molecules and Nt

is the number of time frames in the analysis. We use
the short notation x(k) ⌘ x(k�t) etc., where �t is the
sampling time step. To obtain reliable estimations of the
MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass
VACF, averaging again over all molecular contributions,
cvv(n) =

1
N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n). (9)

The subsequent analyses had to be limited to a maxi-
mum lag time of 100 ps, since statistical noise is domi-
nating beyond that limit.

The cosine transform of the VACF was estimated with
two completely different approaches, in order to assure
its reliability in the crucial low frequency region:

Mean square displacement (log-log)

↵ ⇡ 0.52 (CG)

↵ ⇡ 0.70 (AA)



α MSD WDFT MEE

AA 0.700 ± 0.003 0.426 ± 0.007 0.406 ± 0.018

CG 0.516 ± 0.002 0.452 ± 0.003 0.466 ± 0.012

Dα MSD WDFT MEE

AA 0.0160 ± 0.0001 0.0225 ± 0.0003 0.0205 ± 0.0007

CG 0.0555 ± 0.0003 0.0466 ± 0.0004 0.0394 ± 0.0012

TABLE I: Fit parameters α and Dα [nm2/psα], obtained by fits of a) Expression (1) to the MSD, b)

Expression (5) to g(ω) from a windowed discrete Fourier transform, c) Expression (5) to g(ω) from

maximum entropy estimation. Here AA stands for ”all atom” and CG to ”coarse-grained.

2. Maximum entropy estimation (MEE). Here the Cartesian components of the parti-

cle velocity are represented by an autoregressive (AR) model,23,24

v(n) =
P
∑

j=1

a(P )
j v(n− j) + ϵ(n), (11)

where P is the order of the process, a(P )
j are constants, and ϵ(n) is white noise

with ⟨ϵ(n)ϵ(k)⟩ = σ2
P δnk. Since ⟨v(n)ϵ(k)⟩ = 0 for n ̸= k, one can establish a set

of linear equations (Yule-Walker equations) for the coefficients a(P )
j , which has the

form
∑P

j=1 c(|n− j|)a(P )
j = c(n). The squared amplitude of the white noise is given

by σ2
P = c(0) −

∑P
j=1 a

(P )
j c(j). With these prerequisites g(ω) can be analytically

expressed,23,24

g(ω) ≈
σ2
P∆t

2
∣

∣

∣
1−

∑P
k=1 a

(P )
k exp(−iωk∆t)

∣

∣

∣

2 . (12)

For our calculations we used P = 400 for the atomic resolution model and P = 600

for the coarse-grained model. These numbers are defined through P∆t = tmax,

where tmax = 100ps is the maximum trustable lag time of the VACF. Since the lipid

bilayer is isotropic in the membrane plane, the AR coefficients for the two Cartesian

components in the plane of the bilayer have been averaged.

Fig. 2 displays the MSDs in log-log form. Since the MSD for the atomic resolution

model (blue dots) reveals a slow approach to the asymptotic diffusive regime of the MSD,

which is attained after about 0.5 ns, Expression (1) was here fitted for t > 0.5ns (blue
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Anomalous di↵usion processes are usually detected by analyzing the time-dependent mean square
displacement of the di↵using particles. The latter evolves asymptotically as W (t) ⇠ 2D↵t↵, where D↵

is the fractional di↵usion constant and 0 < ↵ < 2. In this article we show that both D↵ and ↵ can also
be extracted from the low-frequency Fourier spectrum of the corresponding velocity autocorrelation
function. This o↵ers a simple method for the interpretation of quasielastic neutron scattering spectra
from complex (bio)molecular systems, in which subdi↵usive transport is frequently encountered.
The approach is illustrated and validated by analyzing molecular dynamics simulations of molecular
di↵usion in a lipid POPC bilayer. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4936129]

Anomalous di↵usion is an ubiquitous phenomenon,
which is observed in a variety of “crowded” physical and
biological systems. It refers to a sub- or superlinear growth of
the mean square displacement (MSD) of the di↵using particles
under consideration,1–3

W (t) ⌘ h|x(t) � x(0)|2i t!1⇠ 2D↵t↵, (1)

and the case ↵ = 1 corresponds to “normal” di↵usion.4,5 The
fractional di↵usion constant D↵ has the dimension m2/s↵
and the symbol h. . .i denotes here a classical equilibrium
ensemble average. The aim of this paper is to devise a
simple method enabling the detection of anomalous di↵usion
processes by quasi-elastic neutron scattering experiments,
which yield access to the Fourier spectrum of the velocity
autocorrelation function (VACF) of the di↵using particles.6
For this purpose, we use the relation7,8

W (t) = 2
⌅ 1

0
d⌧ (t � ⌧)cvv(⌧), (2)

between the MSD and the VACF, which is derived from
the identity x(t) � x(0) =

⇤ t
0 d⌧ v(⌧) and the definition of

the VACF as a classical equilibrium time correlation
function, cvv(t) ⌘ hv(t) · v(0)i. The latter definition implies
its stationarity and in particular the symmetry relation
cvv(t) = cvv(�t), such that its Fourier spectrum, which is
usually referred to as the “Density of states,” is completely
defined by the cosine transform

g(!) ⌘
⌅ 1

0
dt cos!t cvv(t). (3)

The idea is now to relate asymptotic form (1) of the MSD
for long times to the asymptotic form of g(!) for small
frequencies. This is accomplished by using the results of
Ref. 9, where it is shown that asymptotic form (1) of the
MSD and relation (2) implies that the Laplace transformed
VACF, defined as ĉvv(s) =

⇤ 1
0 dt exp(�st)cvv(t) (<{s} > 0),

a)Electronic address: gerald.kneller@cnrs-orleans.fr

behaves for small s as

ĉvv(s) s!0⇠ �(↵ + 1)D↵s1�↵. (4)

Noting now that g(!) = <{ĉvv(i!)}, one obtains with (4),

g(!) !!0⇠ !1�↵ sin
✓ ⇡↵

2

◆
�(1 + ↵)D↵. (5)

The long-time tail of the VACF has the form,9

cvv(t) t!1⇠ D↵↵(↵ � 1)t↵�2, (6)

and is a necessary condition for anomalous di↵usion. For
1 < ↵ < 2 it is also su�cient.9 The long-time tail can be
used to prove the existence of Fourier integral (3) whose
existence is not implied by the existence of ĉvv(s). For this
purpose we use that the integral

⇤ 1
tm

dt cos(!t)t2�↵ exists for
0 < ↵ < 2 and any finite tm > 0. The lower bound tm can be
thought as limit from which on the VACF is represented by its
long-time tail. If the VACF is su�ciently well behaved, such
that

⇤ tm
0 dt cos(!t)cvv(t) exists for any tm > 0, g(!) exists

as a whole and expression is thus valid for the whole range
0 < ↵ < 2. For ↵ = 1, one obtains in particular g(!) !!0⇠ D,
which is in agreement with the classical Kubo formula for
the di↵usion coe�cient,7,10 D =

⇤ 1
0 dt cvv(t) = g(0), and for

anomalous di↵usion relation (5) corresponds to the genera-
lized Kubo formula9

D↵ =
1

�(1 + ↵)

⌅ 1

0
dt 0@

↵�1
t cvv(t). (7)

Here, 0@
↵�1
t denotes a fractional Riemann-Liouville derivative

of order ↵ � 1 and the latter is defined through @↵�1
t cvv(t)

= d
dt

⇤ t
0 dt (t�⌧)1�↵

�(2�↵) cvv(⌧).
Molecular dynamics (MD) simulations yield access to

both the MSD and the VACF of the simulated molecules
and they are thus a powerful tool to test the estimation of
the parameters ↵ and D↵ through relation (5) against the
standard approach, which uses asymptotic form (1) of the
MSD. In the following this will be illustrated with MD
trajectories from an earlier simulation study of a lipid POPC
(1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) bilayer,

0021-9606/2015/143(19)/191103/4/$30.00 143, 191103-1 © 2015 AIP Publishing LLC
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The asymptotic small frequency regime can be 
estimated through
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FIG. 2. Log-log plot of the average MSD for the lateral center-of-mass
motion of the lipid molecules. The blue and red dots correspond, respectively,
to the MSD values for the atomic resolution and the coarse-grained system
and the associated dashed lines represent the fits of expression (1). The fit for
the atomic resolution system was performed for t > 0.5 ns. More explanations
are given in the text and the resulting parameters are presented in Table I.

inset correspond to the estimation by a windowed discrete
Fourier transform and the blurred lines to the maximum
entropy estimation. One recognizes that both methods lead to
very similar results for the overall form of the DOS. Figs. 4
and 5 display the interesting low frequency part in log-log
form, separating the results obtained by a WDFT (Fig. 4)
and by MEE (Fig. 5). In Fig. 4 the continuous lines represent
interpolations of the discrete Fourier spectrum and in Fig. 5
function (12). In both figures the dots represent the sampled
values which have been used for the fit of relation (5). These
have been chosen in a frequency domain where the spectra
appear as linear functions of !, such that relation (5) is
applicable. This is visibly in the sub-THz range and may be
quantified through

!⌧v ⌧ 1, with ⌧v =

 
D↵

h|v2|i ,
! 1

2�↵
, (13)

where the time scale ⌧v is in the ps regime.12 For the atomic
resolution model one observes for both spectral estimation
methods a deviation of g(!) towards a constant, as !
approaches zero. This indicates the onset of an apparent
normal di↵usion due to increasing statistical errors in the
MSD with increasing lag time. In case of the coarse-grained
simulation model this e↵ect is also slightly visible for the

TABLE I. Fit parameters ↵ and D↵ (nm2/ps↵), obtained by fits of (a)
expression (1) to the MSD, (b) expression (5) to g (!) from a windowed
discrete Fourier transform, (c) expression (5) to g (!) from maximum entropy
estimation. Here, AA stands for “all atom” and CG to “coarse-grained.”

↵ MSD WDFT MEE

AA 0.700 ± 0.003 0.426 ± 0.007 0.406 ± 0.018
CG 0.516 ± 0.002 0.452 ± 0.003 0.466 ± 0.012

D↵ MSD WDFT MEE

AA 0.0160 ± 0.0001 0.0225 ± 0.0003 0.0205 ± 0.0007
CG 0.0555 ± 0.0003 0.0466 ± 0.0004 0.0394 ± 0.0012

FIG. 3. Normalized molecule-averaged VACF for the lateral center-of-mass
motion of the POPC molecules. The blue line corresponds to the all atom
model and the red line to the coarse-grained model. The inset shows the
corresponding Fourier spectra, g (!), where the thin and blurred lines cor-
respond, respectively, to the computation of g (!) by a windowed discrete
Fourier transform and by maximum entropy estimation.

WDFT but completely absent for the MEE. Here, the log-log
plot reveals, in contrast, some certainly unphysical oscillations
in the very low frequency region of the DOS, which can be
attributed to “all-pole” form (12).

Table I resumes the results for the parameters ↵ and D↵.
We note first that the WDFT and the MEE method yield very
similar results, but in case of the atomic resolution model clear
di↵erences can be observed between the fit parameters which
have been obtained by the MSD and the DOS method. The
lipid molecules in the coarse-grained model di↵use, moreover,
faster than in the atomic resolution model, which also well
visible in Fig. 2. We attribute here both the enhanced di↵usion
and the faster approach to the di↵usive regime to the reduced
number of interaction sites in this model and the resulting
reduced entanglement. The e↵ect of enhanced di↵usion has
already been described in the first article on the MARTINI
force field,19 but more interesting here is that the DOS and the
MSD method lead here to more consistent estimations of ↵
and D↵ than for the atomic resolution model. The problem in
the latter case is that the limited usable lag time of the VACF
(100 ps) does not fall into the asymptotic di↵usive regime

FIG. 4. Low frequency part of g (!) estimated by a windowed discrete
Fourier transform for the all atom model (blue solid line) and for the coarse-
grained model (red solid line). The dots indicate the values which have been
chosen for the fits of relation (12) and the resulting fits are indicated as dashed
lines.
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where τv is in the picosecond regime.
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meters are very similar to the ones found by imposing hx2i
obtained from the EISF. In view of these findings the fitted
values for a and s for the MSD at p = 300 MPa, which
have been published in [35], must be considered erroneous.

Fig. 4 shows the intermediate scattering function and
the fitted model for q = 6 nm!1 and q = 20 nm!1 for the
two pressures of p = 0.1 MPa and p = 300 MPa, respec-
tively. The corresponding model parameters are listed in
Table 3. The fits were performed with expression (10),
using eight terms in the sum. As already indicated, I(q, t)
has been fitted by using the q-dependent position fluctua-
tions shown in Fig. 2.

Fig. 5 displays experimental QENS spectra at q =
20 nm!1 and the corresponding fit of expression (21),
which accounts for finite instrumental resolution and for
free translational diffusion of the lysozyme molecules in
the solution. As for the fits of the simulated intermediate
scattering functions, the position fluctuations have been
read off from Fig. 2. The fit parameters a, s and the diffu-
sion coefficient D are given in Table 4 for two q-values:
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Fig. 4. Fit of the simulated incoherent dynamic structure factor (solid
lines) with expression (10) (broken lines) for p = 0.1 MPa (upper part) and
p = 300 MPa (lower part). The parameters are given in Table 3.
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Fig. 5. Log–log plot of experimental QENS spectra for q = 20 nm!1

(bullets) at ambient pressure (top) and at p = 300 MPa (bottom) as a
function of x (angular frequency). The solid lines represent the fits of the
analytical model defined in Eq. (14) using the parameters given in Table 4.

Table 4
Parameters obtained from a fit of expression (21) to the experimental
QENS spectra

Sinc(20 nm
!1,x) Sinc(22 nm

!1,x)

0.1 MPa hx2i (nm2) 2.57 · 10!3 2.41 · 10!3

a 0.35(2) 0.40(2)
s (ps) 3(2) 3(1)
D ðnm2 ps!1Þ 0.53(3) · 10!4

300 MPa hx2i (nm2) 2.21 · 10!3 2.08 · 10!3

a 0.52(1) 0.55(1)
s (ps) 5.2(2) 4.7(3)
D ðnm2 ps!1Þ 0.50(3) · 10!4

The value of hx2i is fixed according to Eq. (13).
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Fig. 6. Fitted model parameter s as a function of q for p = 0.1 MPa and
p = 300 MPa. The black squares and the circles correspond to the analysis
of the MD data at 0.1 MPa and at 300 MPa, respectively. The black
and white triangles correspond to the fits to the experimental QENS
spectra.
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medium was heavy water which was isolated from the sam-
ple by a Teflon piston (see Fig. 1). The strong scattering by
the pressure cell was corrected for. Moreover, QENS data
were corrected for detector efficiency, normalized to the
integrated vanadium intensity, converted to the energy
scale as well as converted from constant scattering angle
h to constant momentum transfer q.

2.2. Simulations

The simulated system consists of one lysozyme molecule
and 3403 H2O molecules in a box of dimensions
6.15 · 4.10 · 4.61 nm3. The protein structure was taken
from the Brookhaven protein databank [12] (code 193L
[13]), to which the hydrogen atoms were added according
to standard criteria concerning the chemical bond structure
of amino acids. This leads to 1960 atoms for the lysozyme
molecule and to 12,169 atoms in total for the simulated sys-
tem. All simulations have been performed in the thermody-
namic NpT-ensemble, using the program package MMTK
[14] with the AMBER94 force field [15] for molecular sim-
ulations of proteins. Within the AMBER force field the
H2O molecules are modeled by the TIP3P potential. Since
we were not interested in the solvent dynamics, we avoided
the adaptation of the TIP3P potential to model heavy
water, which was used in the experiments, and simulated
light water instead. We note that only the dynamics of
the slow, large amplitude motions of a protein is influenced
by the solvent [16], and one can consider that it is essen-
tially the viscosity of the solvent which has a major effect
in this context. Since the viscosities of light and heavy
water are similar, the replacement D2O ! H2O in the sim-
ulation is thus justified.

The long-range electrostatic forces and energies have
been computed with a modified Ewald summation proce-
dure [17]. In contrast to the experimental conditions, where
each lysozyme molecules carries a charge of 11e (pD 4.6),
the simulated lysozyme molecule was kept neutral to ensure
global neutrality of the simulated system. This is necessary

because the system is too small to model protein–protein
interactions and the buffer realistically. The trajectories
used for this article have been recorded with a sampling
step of Dt = 0.04 ps. The water trajectories were not stored
and for subsequent analyses global translations and rota-
tions of the simulated lysozyme molecule have been filtered
out by performing for each sampling time step an optimal
superposition of the molecular structure with the corre-
sponding initial structure [18]. The generated trajectories
thus describe only the internal dynamics of the simulated
lysozyme molecule.

3. A simple model for protein dynamics

To interpret both the simulated and experimental data,
we use the fractional Ornstein–Uhlenbeck (OU) process
[19] as an analytical model for the atomic motions in a pro-
tein. The model describes anomalous diffusion in a har-
monic potential, where the latter accounts for the fact
that atomic motions in a protein are confined in space.
The anomalous diffusion describes slow, non-exponential
structural relaxation in the functional dynamics of pro-
teins, which has been observed in the past on the microsec-
ond to second time scale by fluorescence correlation
spectroscopy [20] and by kinetic studies [21]. The existence
of fractional Brownian dynamics in proteins on the nano-
second time scale has been recently demonstrated by anal-
yses of molecular dynamics simulations [22] and the
fractional OU process has been introduced in [23] for the
interpretation of QENS spectra from proteins. It can be
considered as an extension of a simple harmonic protein
model, which has been used in the past to describe elastic
neutron scattering profiles, in particular to extract the
‘‘resilience’’ of the protein under consideration in terms
of an average force constant [24]. The fractional OU pro-
cess adds to this a description of the relaxation dynamics,
which is measured in QENS experiments.

3.1. Time-dependent mean-square displacement

The most elementary quantity to be considered in the
context of diffusion processes is the time-dependent
mean-square displacement (MSD),

W ðtÞ :¼ h½xðtÞ % xð0Þ&2i; ð1Þ

where x is the position of the diffusing particle and the
brackets indicate a thermal average. In case that the
dynamics of the particle is confined in space, the MSD will
tend to a plateau value, which is given by 2hx2i. This fol-
lows simply from definition (1), assuming a stationary sto-
chastic process, such that W(t) = 2(hx2i % hx(t)x(0)i),
where hx2i is finite due to the confinement. Using that
any position autocorrelation function hx(t)x(0)i tends to
zero for t! 1, one obtains thus limt!1W(t) = 2hx2i.
For the fractional OU process one has

hxðtÞxð0Þi ¼ hx2iEað%½t=s&aÞ; 0 < a 6 1; ð2Þ

Fig. 1. Scheme of Ti–Zr high pressure cell.
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8 1. INFORMATION FROM NEUTRON SCATTERING
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FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

d2�

d�d⇥
=

k

k0
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The Planck/De Broglie relationship yields a relation between the momen-
tum, p, and the wave vector, k, of a neutron,

p = !k, (2)

k =
2π

λ
n, |n| = 1. (3)

Here ! = h/2π, h = 6.626176 Js is PLANCK’S constant, and n is a unit vector.
We note that in quantum mechanics a particle with a sharply defined momen-
tum is represented by a plane wave

ψ(r, t) ∝ exp

(
i

!(p · r − Et)

)
. (4)

On account of the relations (2) and (3) the wavelength of a thermal neutron is
found to be

λ =
h√

2mE
= 1.8Å for E = kBT, (T = 300K). (5)

This means that the wave length of thermal neutrons is compatible with typical
interatomic distances in condensed matter. Since the energy is comparable to
the thermal energy of atoms in such systems, neutrons can be used to study
the dynamics and the structure of condensed matter.

2.2. Dynamic structure factor. In neutron scattering experiments one
measures the differential scattering cross section as a function of the energy
and the momentum transfer on the sample [10, 11] (see Fig. 1). These quanti-
ties are denoted by ∆E = E0 − E and ∆p = p0 − p, respectively, where the
index ‘0’ refers to the incident neutrons. Usually the energy and momentum
transfers as well as the momenta are expressed in units of !, i.e.

∆E = !ω, (6)
∆p = !(k0 − k) = !q. (7)

Using the above definitions of ω and q, the differential scattering cross section
can be cast into the form

d2σ

dΩdω
=

|k|
|k0|

S(q, ω) (8)

The function S(q, ω) is called the dynamic structure factor and represents the
quantity of interest in neutron scattering experiments. To understand which
information it contains, we write it in the form

S(q, ω) =
1

2π

∫ +∞

−∞
dt exp(−iωt)I(q, t) (9)
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motional heterogeneity of the atoms this function is in general not Gaussian in
q. A gaussian form is only obtained for one tagged atom.

As already indicated, neutron scattering allows also to measure correla-
tions between different different atoms, however, only in an averaged form.
Defining the weighted N -particle density

ncoh(r, t) =
1⌃
N

N⇤

�=1

b�,coh�(r�R�(t)) (IV.37)

which leads to the spatial Fourier transform

⇤coh(q, t) =
1⌃
N

N⇤

�=1

b�,coh exp(�iqT · R�(t)) (IV.38)

we can define the coherent intermediate scattering function measured in neu-
tron scattering,

Icoh(q, t) = ⌅⇤�coh(q, 0)⇤coh(q, t)⇧ (IV.39)

2.6.3. Simple models and neutron scattering. When interpreting neutron scat-
tering experiments in terms of simple models one must be aware that only an
averaged picture of the atomic dynamics in the system can be obtained. In
analytical models the inherent motional heterogeneity of the atoms must be
accounted for by considering effectively one single “representative atom”.

Another important point in the experimental setup of a neutron scattering
experiment is that the measured spectra are recorded as a function of the scat-
tering angle ⇥ and the energy transfer ⌅. Using simple scattering kinematics,
i.e. E0 = E + �⌅ and k0 = k + q, one can easily show that

q = k0

⇧

2� �⌅

E0
� 2

⌅
1� �⌅

E0
cos ⇥. (IV.40)

In case that �⌅ ⇤ E0, the elastic approximation holds, where q ⇥ qel and

qel = 2k0 sin

�
⇥

2

⇥
. (IV.41)

In this case one has a on-to-one relation between the scattering angle and q and
the differential scattering cross section yields directly the dynamic structure
factor, which is the quantity of interest.

2.7. Some simulation results for lysozyme. Let us now look at some re-
sults one obtains from the MD simulation for lysozyme in solution described
in Section 1.1.1 of this Chapter 4. All analyses described below have been ob-
tained from a 1.2 ns trajectory, where global translations and rotations of the
lysozyme molecule have been removed. The resulting atomic trajectories are
thus confined in space.
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d�. The number of neutrons per unit flux which is scattered into a certain
solid angle element d�, and whose energy transfer is in the interval [⇧,⇧ + d⇧]
defines the differential scattering cross section,

⌃2⌅

⌃�⌃⇧
⇥ k

k0
{Scoh(q, ⇧) + Sinc(q, ⇧)} (IV.32)

which is measured in neutronn scattering experiments. Here Scoh(q, ⇧) and
Sinc(q, ⇧) are, respectively, the coherent and incoherent dynamic structure fac-
tor, which are each time Fourier transform of corresponding intermediate scat-
tering functions,

S(q, ⇧) =
1

2⇥

⌅ +⌅

�⌅
dt exp(�i⇧t)I(q, t) (IV.33)

The appropriate indices “inc” and “coh” may be added here, and the above
definition is also used in other contexts than neutron scattering.

2.6.2. Intermediate scattering functions. Using the definitions of the preced-
ing sections, we can define the quantities measured by thermal neutron scat-
tering. The incoherent intermediate scattering function measured in neutron
scattering experiments is given by

Iinc(q, t) =
1

N

N⇤

�=1

|b�,inc|2⇤⇤⇥�(q, 0)⇤�(q, t)⌅ (IV.34)

For systems containing a large proportion of hydrogen atoms, the incoherent
scattering of the latter dominate and one measures effectively the average in-
termediate scattering function of all hydrogen atoms in the sample.

If the atomic motions are confined in space, such as for internal protein
dynamics, the incoherent intermediate scattering function tends to a plateau
value, which has a proper name in neutron scattering: Elastic Incoherent Struc-
ture Factor (EISF). The latter is a static average,

EISF (q) = lim
t⇤⌅

Iinc(q, t) =
1

N

N⇤

�=1

|b�,inc|2⇤|⇤�(q)|2⌅ (IV.35)

In the Gaussian approximation – a strict validity of a Gaussian model can
rarely be assumed for real systems – the EISF takes a particularly simple form

EISF (q) ⇥ 1

N

N⇤

�=1

|b�,inc|2 exp

�
�q2

3
⇤u2

�⌅
⇥

(IV.36)

assuming isotropic motion. Here it has been used that limt⇤⌅W�(t) = 2⇤u2
�⌅,

where ⇤u2
�⌅ is the position fluctuation of atom �. It should be noted that due to
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nm length scale.

Neutron scattering & MD

dimanche 25 mars 2012

Differential scatterung 
cross section for ideal 
experiment

In the MDANSE version of nMoldyn, such effects can 
be simulated with the McStas instrument simulator
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