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the early adsorption of CO on W is a cooperative 
phenomenon. 

Figure 2 also shows the work function as a function of 
coverage. <I> is seen to go through a maximum for 
N m"'" Nw and changes only slightly for coverages greater 
than Nw. We can compute an effective electric dipole 
moment, }.t, for the adsorbed CO molecule from the 
formula A<I>= 41!"}.tNm• For N m less than Nw we find 
}.t"",0.72 Debye units (1 D.U.=10-l8 esu em) with the 
positive charge toward the W surface. For greater 
coverages}.t has the opposite sign and appears to be less 
than 0.1 D.U., approximately. The permanent electric 
dipole moment of a free CO molecule has been found3 to 
be 0.10 D.U. 

The maximum number of CO molecules that could be 
chemisorbed was 7.5XI014 cm-2, or about 2Nw. The 
corresponding value of <I> is approximately 5.4 ev and <I> 
for the clean surface is 4.54 ev. 

These experiments will be discussed in greater detail 
in a forthcoming publication. We wish to thank Mr. L. 
V. Medford for his help in obtaining these results. 

1 J. A. Becker and C. D. Hartman, J. Phys. Chern. 57, 157 
(1953). 

2 J. Eisinger (previous letter). 
3 C. H. Townes and A. L. Schawlow, Microwave Spectroscopy 

(McGraw-Hill Book Company, Inc., New York, 1955). 

Preliminary Results from a Recalculation 
of the Monte Carlo Equation of 

State of Hard Spheres* 
W. W. WOOD AND J. D. JACOBSON 

Los Alamos Scientific Laboratory, Los Alamos, New Mexico 
(Received August 15, 1957) 

T HE disagreement between the hard sphere equa-
tion of state obtained by Rosenbluth and 

Rosenbluthl using the Monte Carlo method2 and that 
reported in the accompanying paper by Alder and 
Wainwright3 using detailed molecular dynamics led us 
to repeat the Monte Carlo investigation. Preliminary 
results for 32 molecules with cubical periodic boundary 
conditionsl ,2 are shown in Fig. 1 along with Alder and 
Wainwright's3 results with which there is rather good 
agreement. The previous Monte Carlo calculationsl at 
reduced volumes vivo (vo=close-packed volume) from 
about 1.5 to 2.0 are in error due to inadequate chain 
length to detect the behavior described below; the diffi-
culty was aggravated by the concentration of effort on 
the system of 256 molecules, which requires considerably 
longer computing time. 

The present calculations have been made on IBM 
Type 704 calculators and use the same method as the 
earlier workl •2 except that the molecules are "moved" in 
random rather than ordered sequence.4 

The equation of state is given by pvlkT=l 
-21l'Y1vog(O')/3v, where g(O') is the radial distribution 
function at the collision diameter 0'. For vivo between 

,0 

s 

2.0 

FIG. 1. The equation of state of hard spheres. The heavy solid 
curve represents Alder and Wainwright's3 108 molecule results; +, 
their 32 molecule results .• and ... represent the present and pre-
viousl Monte Carlo results. Virial=five term virial expression! 
Superposition = reference 5. 

1.55 and 1.6 the Markov chains developed by the Monte 
Carlo method indicate that the set of configuration 
states is divided into two classes characterized by differ-
ent central values of g(O'). Transitions between classes 
take place only rarely; the Markov chains display con-
figurational relaxation. A typical chain started from a 
regular f.c.c. lattice fluctuates for a variable length of 
time (which tends to increase with density) in the low 
g(O') class, then jumps rather suddenly to the high g(O') 
class. Calculator periods as long as 10-30 hours may 
sample only 0-3 such interclass transitions, so that the 
over-all canonical average is very poorly estimated. As a 
consequence we have averaged the low and high g(O') 
classes separately to obtain two values of pvo/kT at each 
vivo in this range, as shown in Fig. 1. The presence of 
only two classes of states is indicated by agreement of 
g(O') values obtained from different chains at the same 
vivo, and also those obtained when a single chain re-
enters a class; furthermore, the pvolkT values attributed 
to the two classes in Fig. 1 vary reasonably smoothly 
with vivo. 

The manner in which complete canonical averaging 
would connect the two separate, overlapping branches 
of the equation of state is at present undetermined. A 
first-order phase transition is, however, strongly sug-
gested. Of some interest in this connection is the fact 
that the high g(O') states seem to be characterized by 
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relatively free diffusion, while in the low g(u) states 
diffusion is much restricted. 

The conjecturel that some high-order virial coefficients 
might be negative is not necessarily supported by the 
present results, since only to the left of the apparent 
transition do the latter give lower pressures than the 
five-term virial expression. 

Some further investigation for both 32 molecule and 
larger systems will be made on the present calculators, 
but a satisfactory determination of the detailed behavior 
in the apparent transition region will require higher 
speed equipment. The possibility that a similar phe-
nomenon for hard spheres in two dimensions may have 
been missed in the original Monte Carlo calculationsl 

will also be investigated. 
* Work performed under the auspices of the U. S. Atomic 

Energy Commission. 
1 M. N. Rosenbluth and A. W. Rosenbluth, J. Chern. Phys. 22, 

881 (1954). 
2 Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller, J. 

Chern. Phys. 21, 1087 (1953). 
3 B. J. Alder and T. Wainwright, J. Chern. Phys. 27,1208 (1957). 
4 W. W. Wood and F. R. Parker, J. Chern. Phys. 27, 720 (1957). 

This paper discusses the Monte Carlo method in some detail, as 
well as giving computational results for Lennard-Jones molecules. 

6 Kirkwood, Maun, and Alder, J. Chern. Phys. 18, 1040 (1950). 

Phase Transition for a Hard 
Sphere System 

B. J. ALDER AND T. E. WAINWRIGHT 

University of California Radiation LalJoratory, Livermore, California 
(Received August 12, 1957) 

A CALCULATION of molecular dynamic motion 
has been designed principally to study the re-

laxations accompanying various nonequilibrium phe-
nomena. The method consists of solving exactly (to the 
number of significant figures carried) the simultaneous 
classical equations of motion of several hundred par-
ticles by means of fast electronic computors. Some of the 
details as they relate to hard spheres and to particles 
having square well potentials of attraction have been 
described.l •2 The method has been used also to calculate 
equilibrium properties, particularly the equation of 
state of hard spheres where differences with previous 
Monte Carl03 results appeared. 

The calculation treats a system of particles in a 
rectangular box with periodic boundary conditions.4 

Initially, the particles are in an ordered lattice with 
velocities of equal magnitude but with random orienta-
tions. After a very short initial runl •2 the system reached 
the Maxwell-Boltzmann velocity distribution so that 
the pressure could thereafter be evaluated directly by 
means of the virial theorem, that is by the rate of change 
of the momentum of the colliding particles.l •2 The 
pressure has also been evaluated from the radial distri-
bution function.6 Agreement between the two methods 
is within the accuracy of the calculation. 

A 32-particle system in a cube and initially in a face-
centered cubic lattice proceeded at about 300 collisions 
an hour on the UNIVAC. For comparison a 96-particle 
system in a rectangular box and initially in a hexagonal 
arrangement has been calculated, however only at high 
densities so far. No differences in the pressures can be 
detected. It became apparent that some long runs were 
necessary at intermediate densities, accordingly the 
IBM-704 was utilized where, for 32 particles, an hour is 
required for 7000 collisions. Larger systems of 108, 256, 
and 500 particles can also conveniently be handled; in 
an hour 2000, 1000, and 500 collisions, respectively, can 
be calculated. The results for 256 and 500 particles are 
not now presented due to inadequate statistics. 

The equation of state shown in Fig. 1 of the ac-
companying paper6 for 32 and 108 particles is for the 
intermediate region of density, where disagreement was 
found with the previous Monte Carlo results. The 
volume, v, is given relative to the volume of close 
packing, Vo. Plotted also are the more extended Monte 
Carlo results; the agreement between these three sys-
tems is within the present accuracy of the pressure 
determination. This agreement provides an interesting 
confirmation of the postulates of statistical mechanics 
for this system. 

Figure 1 of the accompanying paper shows two 
separate and overlapping branches. In the overlapping 
region the system can, at a given density, exist in two 
states with considerably different pressures. As the 
calculation proceeds the pressure is seen to jump sud-
denly from one level to the other. A study of the posi-
tions of the particles reveals that as long as the system 
stays on the lower branch of the curve the particles are 
all confined to the narrow region in space determined by 
their neighbors, while on the upper branch of the curve 
the particles have acquired enough freedom to exchange 
with the surrounding particles. Since the spheres are 
originally in ordered positions, the system starts out on 
the lower branch; the first jump to the upper branch can 
require very many collisions. The trend, as expected, is 
that at higher densities more collisions are necessary for 
the first transition, however, there are large deviations. 
At vlvo= 1.60, 5000 collisions were required; at 1.55, 
25000; while at 1.54 only 400; at 1.535, 7000; at 1.53, 
75 000; and at 1.525, 95 000. Runs in excess of 200 000 
collisions at vivo of 1.55 and 1.53 have not shown any 
return to the lower branch, while at 1.525 the system has 
returned several times, however only for relatively few 
collisions. The lowest density at which the system did 
not jump to the upper curve is at 1.50, however the run 
extends only to 50 000 collisions and at that density it 
might take very many collisions before the appropriate 
fluctuation occurs for a molecule to escape from its 
neighborhood. For comparison, the first jump for 108 
particles occurred for vlvo= 1.55 and 1.60 at about 2000 
collisions. This is fewer collisions per particle than for 
the smaller system and is indicative of larger possible 
density fluctuations in larger systems. Apparently, the 
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instead, only water molecules with different amounts of 
excitation energy. These may follow any of three paths: 

(a) The excitation energy is lost without dissociation 
into radicals (by collision, or possibly radiation, as in 
aromatic hydrocarbons). 

(b) The molecules dissociate, but the resulting radi-
cals recombine without escaping from the liquid cage. 

(c) The molecules dissociate and escape from the 
cage. In this case we would not expect them to move 
more than a few molecular diameters through the dense 
medium before being thermalized. 

In accordance with the notation introduced by 
Burton, Magee, and Samuel,22 the molecules following 

22 Burton, Magee, and Samuel, J. Chern. Phys. 20, 760 (1952). 

THE JOURNAL OF CHEMICAL PHYSICS 

paths (a) and (b) can be designated H 20* and those 
following path (c) can be designated H 20t. It seems 
reasonable to assume for the purpose of these calcula-
tions that the ionized H 20 molecules will become the 
H 20t molecules, but this is not likely to be a complete 
correspondence. 

In conclusion we would like to emphasize that the 
qualitative result of this section is not critically de-
pendent on the exact values of the physical parameters 
used. However, this treatment is classical, and a correct 
treatment must be wave mechanical; therefore the 
result of this section cannot be taken as an a priori 
theoretical prediction. The success of the radical diffu-
sion model given above lends some plausibility to the 
occurrence of electron capture as described by this 
crude calculation. Further work is clearly needed. 

VOLUME 21, NUMBER 6 JUNE, 1953 

Equation of State Calculations by Fast Computing Machines 
NICHOLAS METROPOLIS, ARIANNA W. ROSENBLUTH, MARSHALL N. ROSENBLUTH, AND AUGUSTA H. TELLER, 

Los Alamos Scientific Laboratory, Los Alamos, New Mexico 

AND 

EDWARD TELLER, * Department of Physics, University of Chicago, Chicago, Illinois 
(Received March 6, 1953) 

A general method, suitable for fast computing machines, for investigatiflg such properties as equations of 
state for substances consisting of interacting individual molecules is described. The method consists of a 
modified Monte Carlo integration over configuration space. Results for the two-dimensional rigid-sphere 
system have been obtained on the Los Alamos MANIAC and are presented here. These results are compared 
to the free volume equation of state and to a four-term virial coefficient expansion. 

I. INTRODUCTION 

T HE purpose of this paper is to describe a general 
method, suitable for fast electronic computing 

machines, of calculating the properties of any substance 
which may be considered as composed of interacting 
individual molecules. Classical statistics is assumed, 
only two-body forces are considered, and the potential 
field of a molecule is assumed spherically symmetric. 
These are the usual assumptions made in theories of 
liquids. Subject to the above assumptions, the method 
is not restricted to any range of temperature or density. 
This paper will also present results of a preliminary two-
dimensional calculation for the rigid-sphere system. 
Work on the two-dimensional case with a Lennard-
Jones potential is in progress and will be reported in a 
later paper. Also, the problem in three dimensions is 
being investigated. 

* Now at the Radiation Laboratory of the University of Cali-
fornia, Livermore, California. 

II. THE GENERAL METHOD FOR AN ARBITRARY 
POTENTIAL BETWEEN THE PARTICLES 

In order to reduce the problem to a feasible size for 
numerical work, we can, of course, consider only a finite 
number of particles. This number N may be as high as 
several hundred. Our system consists of a squaret con-
taining N particles. In order to minimize the surface 
effects we suppose the complete substance to be periodic, 
consisting of many such squares, each square contain-
ing N particles in the same configuration. Thus we 
define dAB, the minimum distance between particles A 
and B, as the shortest distance between A and any of 
the particles B, of which there is one in each of the 
squares which comprise the complete substance. If we 
have a potential which falls off rapidly with distance, 
there will be at most one of the distances AB which 
can make a substantial contribution; hence we need 
consider only the minimum distance dAB. 

t We will use two-dimensional nomenclature here since it 
is easier to visualize. The extension to three dimensions is obvious. 
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FIG. 2. Initial trigonal lattice. 

rii=do and LiFii is given by Eq. (8), so we have 

Substitution of (9) into (7) and replacement of 
(N /2)mfP by E kin gives finally 

PA = E kin (1+7l'db1/2) =NkT(I+7l'do2ii/2). (10) 

This equation shows that a determination of the one 
quantity ii, according to Eq. (4) as a function of A, 
the area, is sufficient to determine the equation of 
state for the rigid spheres. 

B.The Actual Calculation of n 
We set up the calculation on a system composed of 

N = 224 particles (i= 0, 1· .. 223) placed inside a square 
of unit side and unit area. The particles were arranged 
initially in a trigonal lattice of fourteen particles per 
row by sixteen particles per column, alternate rows 
being displaced relative to each other as shown in Fig. 2. 
This arrangement gives each particle six nearest neigh-
bors at approximately equal distances of d= 1/14 
from it. 

Instead of performing the calculation for various 
areas A and for a fixed distance do, we shall solve the 
equivalent problem of leaving A = 1 fixed and changing 
do. We denote by A 0 the area the particles occupy in 
close-packed arrangement (see Fig. 3). For numerical 
convenience we defined an auxiliary parameter P, which 
we varied from zero to seven, and in terms of which the 
ratio (A/ Ao) and the forbidden distance do are defined 
as follows: 

do= d(l- 2.-8), d= (1/14), (lla) 

(A/ Ao)= 1/ (3 idoW /2)= 1/0.98974329(1- 2v-8)2. (llb) 

FIG. 3. The close-packed arrangement for determining Ao. 

The unit cell is a parallelogram with interior angle 60°, 
side do, and altitude 3tdo/2 in the close-packed system. 

Every configuration reached by proceeding according 
to the method of the preceding section was analyzed in 
terms of a radial distribution function N(r2). We chose 
a K> 1 for each P and divided the area between 7l'd02 

and K27l'do2 into sixty-four zones of equal area 

We then had the machine calculate for each configura-
tion the number of pairs of particles N m (m= 1, 2, .. ·64) 
separated by distances r which satisfy 

(12) 

The N m were averaged over successive configurations 
according to Eq. (4), and after every sixteen cycles (a 
cycle consists of moving every particle once) were extra-
polated back to r2=do2 to obtain Nt. This Nt differs 
from ii in Eq. (10) by a constant factor depending on 
li and K. 

The quantity K was chosen for each p to give reason-
able statistics for the N m. It would, of course, have been 
possible by choosing fairly large K's, with perhaps a 
larger number of zones, to obtain N (r2) at large dis-
tances. The oscillatory behavior of N (r2) at large dis-
tances is of some interest. However, the time per cycle 
goes up fairly rapidly with K and with the number of 
zones in the distance analysis. For this reason only the 
behavior of N(r2) in the neighborhood of d02 was in-
vestigated. 

The maximum displacement a of Eq. (3) was set to 
(d-do). About half the moves in a cycle were forbidden 
by this choice, and the initial approach to equilibrium 
from the regular lattice was fairly rapid. 

Downloaded 28 Jul 2013 to 92.141.6.237. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions
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the early adsorption of CO on W is a cooperative 
phenomenon. 

Figure 2 also shows the work function as a function of 
coverage. <I> is seen to go through a maximum for 
N m"'" Nw and changes only slightly for coverages greater 
than Nw. We can compute an effective electric dipole 
moment, }.t, for the adsorbed CO molecule from the 
formula A<I>= 41!"}.tNm• For N m less than Nw we find 
}.t"",0.72 Debye units (1 D.U.=10-l8 esu em) with the 
positive charge toward the W surface. For greater 
coverages}.t has the opposite sign and appears to be less 
than 0.1 D.U., approximately. The permanent electric 
dipole moment of a free CO molecule has been found3 to 
be 0.10 D.U. 

The maximum number of CO molecules that could be 
chemisorbed was 7.5XI014 cm-2, or about 2Nw. The 
corresponding value of <I> is approximately 5.4 ev and <I> 
for the clean surface is 4.54 ev. 

These experiments will be discussed in greater detail 
in a forthcoming publication. We wish to thank Mr. L. 
V. Medford for his help in obtaining these results. 

1 J. A. Becker and C. D. Hartman, J. Phys. Chern. 57, 157 
(1953). 

2 J. Eisinger (previous letter). 
3 C. H. Townes and A. L. Schawlow, Microwave Spectroscopy 

(McGraw-Hill Book Company, Inc., New York, 1955). 

Preliminary Results from a Recalculation 
of the Monte Carlo Equation of 

State of Hard Spheres* 
W. W. WOOD AND J. D. JACOBSON 

Los Alamos Scientific Laboratory, Los Alamos, New Mexico 
(Received August 15, 1957) 

T HE disagreement between the hard sphere equa-
tion of state obtained by Rosenbluth and 

Rosenbluthl using the Monte Carlo method2 and that 
reported in the accompanying paper by Alder and 
Wainwright3 using detailed molecular dynamics led us 
to repeat the Monte Carlo investigation. Preliminary 
results for 32 molecules with cubical periodic boundary 
conditionsl ,2 are shown in Fig. 1 along with Alder and 
Wainwright's3 results with which there is rather good 
agreement. The previous Monte Carlo calculationsl at 
reduced volumes vivo (vo=close-packed volume) from 
about 1.5 to 2.0 are in error due to inadequate chain 
length to detect the behavior described below; the diffi-
culty was aggravated by the concentration of effort on 
the system of 256 molecules, which requires considerably 
longer computing time. 

The present calculations have been made on IBM 
Type 704 calculators and use the same method as the 
earlier workl •2 except that the molecules are "moved" in 
random rather than ordered sequence.4 

The equation of state is given by pvlkT=l 
-21l'Y1vog(O')/3v, where g(O') is the radial distribution 
function at the collision diameter 0'. For vivo between 

,0 

s 

2.0 

FIG. 1. The equation of state of hard spheres. The heavy solid 
curve represents Alder and Wainwright's3 108 molecule results; +, 
their 32 molecule results .• and ... represent the present and pre-
viousl Monte Carlo results. Virial=five term virial expression! 
Superposition = reference 5. 

1.55 and 1.6 the Markov chains developed by the Monte 
Carlo method indicate that the set of configuration 
states is divided into two classes characterized by differ-
ent central values of g(O'). Transitions between classes 
take place only rarely; the Markov chains display con-
figurational relaxation. A typical chain started from a 
regular f.c.c. lattice fluctuates for a variable length of 
time (which tends to increase with density) in the low 
g(O') class, then jumps rather suddenly to the high g(O') 
class. Calculator periods as long as 10-30 hours may 
sample only 0-3 such interclass transitions, so that the 
over-all canonical average is very poorly estimated. As a 
consequence we have averaged the low and high g(O') 
classes separately to obtain two values of pvo/kT at each 
vivo in this range, as shown in Fig. 1. The presence of 
only two classes of states is indicated by agreement of 
g(O') values obtained from different chains at the same 
vivo, and also those obtained when a single chain re-
enters a class; furthermore, the pvolkT values attributed 
to the two classes in Fig. 1 vary reasonably smoothly 
with vivo. 

The manner in which complete canonical averaging 
would connect the two separate, overlapping branches 
of the equation of state is at present undetermined. A 
first-order phase transition is, however, strongly sug-
gested. Of some interest in this connection is the fact 
that the high g(O') states seem to be characterized by 
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relatively free diffusion, while in the low g(u) states 
diffusion is much restricted. 

The conjecturel that some high-order virial coefficients 
might be negative is not necessarily supported by the 
present results, since only to the left of the apparent 
transition do the latter give lower pressures than the 
five-term virial expression. 

Some further investigation for both 32 molecule and 
larger systems will be made on the present calculators, 
but a satisfactory determination of the detailed behavior 
in the apparent transition region will require higher 
speed equipment. The possibility that a similar phe-
nomenon for hard spheres in two dimensions may have 
been missed in the original Monte Carlo calculationsl 

will also be investigated. 
* Work performed under the auspices of the U. S. Atomic 

Energy Commission. 
1 M. N. Rosenbluth and A. W. Rosenbluth, J. Chern. Phys. 22, 

881 (1954). 
2 Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller, J. 

Chern. Phys. 21, 1087 (1953). 
3 B. J. Alder and T. Wainwright, J. Chern. Phys. 27,1208 (1957). 
4 W. W. Wood and F. R. Parker, J. Chern. Phys. 27, 720 (1957). 

This paper discusses the Monte Carlo method in some detail, as 
well as giving computational results for Lennard-Jones molecules. 

6 Kirkwood, Maun, and Alder, J. Chern. Phys. 18, 1040 (1950). 

Phase Transition for a Hard 
Sphere System 

B. J. ALDER AND T. E. WAINWRIGHT 

University of California Radiation LalJoratory, Livermore, California 
(Received August 12, 1957) 

A CALCULATION of molecular dynamic motion 
has been designed principally to study the re-

laxations accompanying various nonequilibrium phe-
nomena. The method consists of solving exactly (to the 
number of significant figures carried) the simultaneous 
classical equations of motion of several hundred par-
ticles by means of fast electronic computors. Some of the 
details as they relate to hard spheres and to particles 
having square well potentials of attraction have been 
described.l •2 The method has been used also to calculate 
equilibrium properties, particularly the equation of 
state of hard spheres where differences with previous 
Monte Carl03 results appeared. 

The calculation treats a system of particles in a 
rectangular box with periodic boundary conditions.4 

Initially, the particles are in an ordered lattice with 
velocities of equal magnitude but with random orienta-
tions. After a very short initial runl •2 the system reached 
the Maxwell-Boltzmann velocity distribution so that 
the pressure could thereafter be evaluated directly by 
means of the virial theorem, that is by the rate of change 
of the momentum of the colliding particles.l •2 The 
pressure has also been evaluated from the radial distri-
bution function.6 Agreement between the two methods 
is within the accuracy of the calculation. 

A 32-particle system in a cube and initially in a face-
centered cubic lattice proceeded at about 300 collisions 
an hour on the UNIVAC. For comparison a 96-particle 
system in a rectangular box and initially in a hexagonal 
arrangement has been calculated, however only at high 
densities so far. No differences in the pressures can be 
detected. It became apparent that some long runs were 
necessary at intermediate densities, accordingly the 
IBM-704 was utilized where, for 32 particles, an hour is 
required for 7000 collisions. Larger systems of 108, 256, 
and 500 particles can also conveniently be handled; in 
an hour 2000, 1000, and 500 collisions, respectively, can 
be calculated. The results for 256 and 500 particles are 
not now presented due to inadequate statistics. 

The equation of state shown in Fig. 1 of the ac-
companying paper6 for 32 and 108 particles is for the 
intermediate region of density, where disagreement was 
found with the previous Monte Carlo results. The 
volume, v, is given relative to the volume of close 
packing, Vo. Plotted also are the more extended Monte 
Carlo results; the agreement between these three sys-
tems is within the present accuracy of the pressure 
determination. This agreement provides an interesting 
confirmation of the postulates of statistical mechanics 
for this system. 

Figure 1 of the accompanying paper shows two 
separate and overlapping branches. In the overlapping 
region the system can, at a given density, exist in two 
states with considerably different pressures. As the 
calculation proceeds the pressure is seen to jump sud-
denly from one level to the other. A study of the posi-
tions of the particles reveals that as long as the system 
stays on the lower branch of the curve the particles are 
all confined to the narrow region in space determined by 
their neighbors, while on the upper branch of the curve 
the particles have acquired enough freedom to exchange 
with the surrounding particles. Since the spheres are 
originally in ordered positions, the system starts out on 
the lower branch; the first jump to the upper branch can 
require very many collisions. The trend, as expected, is 
that at higher densities more collisions are necessary for 
the first transition, however, there are large deviations. 
At vlvo= 1.60, 5000 collisions were required; at 1.55, 
25000; while at 1.54 only 400; at 1.535, 7000; at 1.53, 
75 000; and at 1.525, 95 000. Runs in excess of 200 000 
collisions at vivo of 1.55 and 1.53 have not shown any 
return to the lower branch, while at 1.525 the system has 
returned several times, however only for relatively few 
collisions. The lowest density at which the system did 
not jump to the upper curve is at 1.50, however the run 
extends only to 50 000 collisions and at that density it 
might take very many collisions before the appropriate 
fluctuation occurs for a molecule to escape from its 
neighborhood. For comparison, the first jump for 108 
particles occurred for vlvo= 1.55 and 1.60 at about 2000 
collisions. This is fewer collisions per particle than for 
the smaller system and is indicative of larger possible 
density fluctuations in larger systems. Apparently, the 

Berni Alder, Mary Ann Mansigh, T.E Wainwright

CALCULATION of molecular dynamic motion has been 
designed principally to study the relaxations 
accompanying various nonequilibrium phenomena. The 
method consists of solving exactly (to the number of 
significant figures carried) the simultaneous classical 
equations of motion of several hundred particles by means 
of fast electronic computors. Some of the details as they 
relate to hard spheres and to particles having square well 
potentials of attraction have been described. The method 
has been used also to calculate equilibrium properties, 
particularly the equation of state of hard spheres where 
differences with previous Monte Carlo results appeared.



• Solve Newton’s equations of motion

• Discretization and iterative solution yields 
trajectories = time series (< 100 ns)

MD simulations

• Solve Newton’s equation of motion

Mir̈i = −∂U

∂ri
.

• Generate time series (t = n∆t)

ri(n + 1) ← 2ri(n) − ri(n − 1) +
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Test for a simple liquid

• Simulation of N = 864 argon molecules in the
liquid state at a temperature of 94.4 K and a
pressure of 1 atm.

• Lennard-Jones potential:

U =
∑

ij

4ϵ

([
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rij

]12

−
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σ

rij

]6
)

.

• Trajectory of 100 ps (10000 time steps of 10 fs)
generated with MMTK (K. Hinsen).

• Simulation in the thermodynamicNpT ensemble.

MPI Mainz, July 2004 – p.13/??
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generated with MMTK (K. Hinsen).

• Simulation in the thermodynamicNpT ensemble.
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Induced dipole 
attraction



Condition de "images minimale"

JDN12, Praz / Arly, mai 2004 – p.5/77

Periodic boundary conditions and minimum image convention 

Simulating a quasi infinite system with a finite number of particles
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Discretize Newton’s equations of motion 
Central difference scheme — Verlet algorithm
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TABLE I. Mean. temperature and the rrns deviation after v
increments of time have been calculated. The value of the incre-
ment =10 '4 sec.
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94.67
94.51
94.43
94.45

0.0167
0.0161
0.0158
0.0155
0.0160
0.0170
0.0170
0.0165

(ii) The velocity autocorrelation function, (v(0) .v(t)),
given by

1 N
(v(0) v(t))=—P v, (0) v, (t).
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FIG. 1. Fluctuations of temperature with time in two sample
regions (curve a); distribution of velocities is shown as curve b;
widths of the distribution are shown at e 'I" e ', and e of
maximum.

(iii) The time-dependent pair correlation function'
Gd(r, t); if at time t, n(r, t) particles are situated at a
distance between r and r+Dr from the position which
was occupied by a certain atom at I=O then we define

stepped up or down by a constant factor and the
system again left to follow its course.
At the completion of one such "experiment, " the

tape containing the record of positions and velocities
was analyzed for the time-independent and time-
dependent correlations. For the former, the information
at each time can be analyzed without reference to the
information at other times, and the correlations
calculated at different times can be assembled into one
ensemble average. For time-dependent correlations,
any moment can be considered as the time origin, and
again an ensemble average can be made with a succes-
sion of time origins.
The time-independent correlations investigated were

the distribution of velocities and the pair-distribution
function g(r); if m(r) particles are situated at a distance
between r and r+hr from a given particie we have

g (r) = (V/Ã) $n(r)/47rr'ter j.
The time-dependent correlations investigated were:

(i) The mean values of the even powers of the displace-
ments (r'"), given by
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(r'")=—Z t.rI(t)—r (0)]'"

r2"— r'"G, (r, t)dr.

We define a function' G, (r,t) which gives the proba-
bility of a particle attaining a displacement r in time t.
We then have

FIG. 2. Pair-correlation function obtained in this calculation at
94.4'K and 1.374 gcm '. The Fourier transform of this function
has peaks at ~o-=6.8, 12.5, 18.5, 24.8.

' The functions G, and Gd de6ned here are closely related to
but not identical with, the Van Hove functions PL. Van Hove,
Phys. Rev. 95, 249 (1954)j G, and Gz,. for a discussion of this re-
lati~rship see R, Aamodt, K. M. Case, M. Rosenbaum, and P. F.
Zweifel LPhys. Rev. 1:6, 1165 (1962)7 and A. Rahman LPhys,
Rev. 130, 1334 (1963)7.
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The equation of motion of a system of 864 particles interacting through a Lennard-Jones potential has
been integrated for various values of the temperature and density, relative, generally, to a Quid state. The
equilibrium properties have been calculated and are shoran to agree very vreH vrith the corresponding
properties of argon. It is concluded that, to a good approximation, the equilibrium state of argon can be
described thlough a t&o-twdy potential.

I. INTRODUCTION
~ 'HK "exact" machine computations relative to

clRsslcRl Aulds hRvc ScvcI'Rl RlIDs: It 18 posslblc
to realize "experiments" in which the intermolecular
forces are known; approximative theories can thus be
UnRmblguously tested Rnd soIQc guidelines RI'c provldcd
to build such thcoI'lcs whenever they do not cxlst. Thc
comparison of the results of such computations with
real experiments is the best way to obtain insight into
the interaction between molecules in the high-density
states.
The Monte Carlo method. inifiated by the I.os Alamos

group' is a 6rst example of these "exact" methods. It
amounts to a d,irect computation of the integrals in-
volved ln thc CRnonlcRl RvcI'ages. It Is cRsy to CRrry out&
with thc lncoIlvcIllencc) howcvcl ) of pl"ovldlng no
information on the time properties of the system.
Thc dynamics of Rn lsolRtcd systcIQ CRn Rlso bc

considered and used to calculate time averages and
time-dependent properties. The case of hard. spheres
Rnd hRrd spheres surroUndcd by R Square wcH hRS bccn
extensively studied by AMer et al.' In the case of a two-
body interaction simulating more closely the interaction
between the molccules, it is possible to integrate directly
thc cqURtlon of thc motions of RboUt R thoUsRnd
particles, as brilliantly demonstrated by Rahman. ' The
present paper presents some of the results which have
been obtained, using a technique inspired by Rahman's
work, for R system of 864 particles interacting through
a Lennard- Jones potentiaL
In Sec. II we give some tcchnical details on the

method which we use; in particular, we describe a book-
keeping device that cuts the computing time by a factor
of the order of 10.
In Sec. III we give and, discuss the results obtained

for the pressure, the internal energy, the high-frequency
elastic moduli, and the isotopic separation factor. These

~ Supported by the U. S.Air Force 0$ce of Scienti6c Research
Grant No. 508-66.
)Permanent address: Faculte des Sciences, Laboratoire de

Physique Theorique et Hautes Energies, Batiment 211, 91-0rsay.' %.%.Wood and F.R. Park. er, J.Chem. Phys. 27, 720 (1957),
~ S. $. Alder and X'. E. Wainwright, J. Chem. Phys. 33, 1439
(1960).
3 A. Rahman, Phys. Rev. 136, A405 (1964).

results, summarized in Table I,are suf6cicntly numerous
to allow a comparison on the whole density range of
thc Auld state Rnd on R wide tcIDpcrature IRngc which
essentially exclud. es the extremely high temperatures.
The ovcr-all agreement is surprisingly good. It appears
that the many-body forces, if they RIc at all important,
behave so Rs to rcRllzc RD elective lntcI'Rcflon which ls
state independent to a good approximation.
The correlation functions are described and, discussed

ln R scpR1 atc pRpcl. Thc formalism ncccssRI'y to cxpI'css
the Quctuations in the microcanonical ensemble was
discussed recently. s It can be applied to calculate the
derkvatnres of the thermodynamtc functions (e.g., the
specific heat and c)P/c)p) in terms of fluctuations
averaged, over time. The results are not very precise
and will only be presented as an illustration of these
theoretical conslderatlons.
The results on the time-dependent properties wiH be

reported later.

%e consider a system of 864 particles, enclosed. in a
cUbc of side L, with periodic boUDdaIy condltlons
interacting through a two-body potential of the
Lennard- Jones type

This potcntlRl ls cut Rt f'1,=2.50' ln Dlost of oui cxpcll-
ments, or, in some of them at r, =3.30. The problem is
to intcgrRtc thc cqURtlon of lnotion

d2r'
rN =Q f(r;;).

jets

Kc choose the following units: The lengths are ex-
pressed. in units of o (a =3.405 A for argon), and the
energies in units of e (a=119.8'K for argon). The
thermodynamic quantities will thus be measured in the

4 L, Verlet (to be published).' J.L. Lebowitz and J.K. Percus, Phys. Rev. 124, 1673 (1961).
6 $. L. Lebovatz, $. K. Percus, and L. Verlet, Phys. Rev. 153,

250 (1967).' A. Michels and H. Vhjker, Physica 1S, 627 (1949).
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Molecular Dynamics and Time Reversibility 

D. Levesque I and L. Verlet 1 
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We present a time-symmetrical integer arithmetic algorithm for numerical 
(molecular dynamics) simulations of classical fluids. This algorithm is used to 
illustrate, through concrete examples, that time-asymmetric evolutions are typi- 
cal for systems of many particles evolving according to reversible microscopic 
dynamics and to calculate the asymptotic behavior of the velocity autocorrela- 
tion function with an improved accuracy. The equivalence between equilibrium 
time averages and microcanonical ensemble averages is checked via two new 
sampling methods for computing microcanonical averages of classical systems. 

KEY WORDS:  Numerical simulations; irreversibility; Monte Carlo methods; 
microcanonical ensemble; long-time tail. 

1. I N T R O D U C T I O N  

Ludwig Boltzmann gave a clear and convincing explanation of how 
macroscopic irreversibility arises from the reversible Newtonian equations 
operating at the microscopic level. His well-known solution to that problem 
is based on the very large number of particles (N>  10 2~ involved in the 
evolution of macroscopic systems. Boltzmann argued that, for such large 
N, any initial state corresponding to a nonequilibrium macroscopic situa- 
tion will move toward states of increasing Boltzmann entropy, i.e., toward 
equilibrium (for a recent, comprehensive and lucid review see Lebowitz(l)). 
While Boltzmann's point of view is now accepted by most physicists, it 
does have some prominent vocal opponents (e.g., Karl Popper (2) and Ilya 
Prigogine (3)) and, as pointed out in ref. 1, there is still an alarming amount 
of confusion about "the problem of irreversibility." In particular there are 
questions of whether the observed time asymmetry in "real life" may not be 
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(Received 12 September 1986; accepted 8 December 1986) 

In this article a thorough discussion is given of the various errors involved 
in the computation of the transport coefficient obtained by molecular dynamics 
simulations using the Kubo formulae. For this, the statistical error of the 
molecular dynamic data is directly estimated by calculating the mean square 
deviation of the results of several simulations performed for various thermody- 
namic states of systems of particles interacting through a Lennard-Jones poten- 
tial or a short ranged soft-core potential. The analysis of the transverse and 
longitudinal correlation functions of systems of 4000 particles interacting with a 
soft core potential confrms that, in the immediate vicinity of the solidification 
line, there appear, in addition to the short lived shear modes, specific long lived 
ones, evocative of a solid-like behaviour. 

1. Introduction 
In [13, the transport properties of a system of point particles interacting through 

a Lennard-Jones (LJ) potential were studied using the molecular dynamics (MD) 
method. Only one thermodynamic state was considered near the triple point of the 
system; for this state the shear and bulk viscosities and the thermal conductivity 
were obtained by a time integration of the corresponding Kubo correlation func- 
tions (CF). The CF's of the transverse and longitudinal currents were also calculated 
and analyzed in terms of generalized hydrodynamics [23. 

That article [13 demonstrated both the feasibility and the difficulty of computing 
the transport coefficients by the Kubo formulae in the case of very dense liquids. 
Although the calculation was performed using 864 particles and was carried on for 
,,~ 105 integration steps of the equations of motion, the statistical errors on the 
transport coefficients remained large and were estimated to be 10 per cent. The size 
of the system and the periodic boundary conditions did not permit a careful investi- 
gation of the generalized hydrodynamics in the long wave length domain. 

In [1] the CFs for the transverse and longitudinal currents were interpreted by 
supposing that q(t), the Kubo CF associated with the shear viscosity t/, was a linear 
superposition of two exponentially decreasing functions, one of which was charac- 
terized by a relaxation time large compared with the two body collision time. This 
hypothesis was supported by the result of the MD explicit calculation of q(t). The 
physical origin of this slow decay of r/(t) is that, when the solidification line is 
approached, collective motions which correspond to long-lived shear modes appear 
in the liquid. These motions are related, as was shown in [1], to the negative plateau 

t Laboratoire associ6 au Centre National de la Recherche Scientifique. 
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A sample of water, consisting of 216 rigid molecules at mass density 1 gm/cm3, has heen simulated hy 
computer using the molecular dynamics technique. The system evolves in time by the laws of classical 
dynamics, subject to an effective pair potential that incorporates the principal structural effects of many-
body interactions in real water. Both static structural properties and the kinetic behavior have 
been examined in considerable detail for a dynamics "run" at nominal temperature 34.3°C. In those few 
cases where direct comparisons with experiment can be made, agreement is moderately good; a simple energy 
rescaling of the potential (using the factor 1.06) however improves the closeness of agreement considerably. 
A sequence of stereoscopic pictures of the system's intermediate configurations reinforces conclusions 
inferred from the various "run" averages: (a) The liquid structure consists of a highly strained random 
hydrogen-bond network which bears little structural resemblance to known aqueous crystals; (h) 
the diffusion process proceeds continuously by cooperative interaction of neighbors, rather than through 
a sequence of discrete hops between positions of temporary residence. A preliminary assessment 
of temperature variations confirms the ability of this dynamical model to represent liquid water 
realistically. 

I. INTRODUCTION havior, so in principle it is the more powerful tool. 
We have therefore chosen to utilize this more powerful 

Although water occupies a preeminent position approach. This paper provides details of computa-
among liquids, this substance has not enjoyed the tional strategy, and initial results, in our molecular 
attention of a rapidly developing body of statistical dynamics investigation of liquid water. 
mechanical theory devoted specifically to its own The following Sec. II specifies the Hamiltonian 
properties.1 One obvious reason for this retardation used for our dynamical water model. The individual 
is the internal structure of the water molecule, which molecules are treated as rigid asymmetric rotors, 
at the very least requires considering orientational i.e., their internal bond lengths and bond angles are 
degrees of freedom. In addition, the potentials of invariant. 
interaction for water molecules have until very re- Classical mechanics describes the temporal evolu-
cently2-5 been imperfectly known. Furthermore, it now tion of our model system. The coupled differential 
appears that these interactions are nonadditive to a equations for translational and rotational motion are 
significant degree.6- 9 Finally, the maximum cohesive considered in Sec. III for the model water system. 
binding between pairs of molecules, in units of kBT Special choices are introduced there for system size 
at the triple point, is roughly an order of magnitude (216 molecules), boundary conditions (periodic unit 
greater than the same quantity for the theoretically cell corresponding to liquid at 1 gm/cm3), and time 
popular liquified noble gases. increment for numerical integration of the coupled 

This combination of complications renders imprac- dynamical equations (Llt=4.3SSX 10-16 sec). Discussed 
tical a large part of conventional liquid state theory as well in Sec. III is a force truncation scheme. 
for studying water. One must forego reliance on the Section IV presents a body of results thus far ac-
integral equation approaches to static pair correlation cumulated which specifically bears on the static mo-
functions on the one hand, while it is clear on the lecular structure for our water model. Separate radial 
other hand that the fundamental theory of kinetic correlation functions are reported for the three dis-
processes becomes even more complex than usual. tinct types of nuclear pairs present (0-0, O-H, and 

Under these circumstances, the most promising ap- H-H) , and these are used to synthesize the hypo-
proach at present seems to be the direct simulation thetical x-ray scattering pattern for the model liquid. 
of liquid water by electronic computer. Both the Several aspects of the elaborate local orientational 
"Monte Carlo" method10 and the technique of "mo- order are presented in Sec. IV by examining dipole 
lecular dynamics"ll are available for this purpose. The direction correlation in successive concentric shells 
former offers the possibility of generating canonical about a given molecule and by analyzing the oxygen-
ensembles of given temperature, but it is entirely oxygen pairs in separate icosahedral sectors about a 
restricted to a study of static structural properties. fixed molecule. The character of hydrogen bonding in 
Molecular dynamics (which is nominally micro canon- the liquid has also been examined using the distribu-
ical) however can probe both static and kinetic be- tion function for pair interaction energy. 
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assigns a sum of effective pair potentials to any given 
function VN(Xl" 'XN); the assignment causes Ve f f (2) 

to differ from V(2) in such a way that it creates es-
sentially the same structural shifts at equilibrium that 
would be produced by the aggregate of triplet, quad-
ruplet, "', terms in Eq. (2.3). Specifically Ve ff(2) is 
to be chosen so as to minimize the nonnegative 
quantity l6: 

f·· ·f[exp [ 'XN)] 

- Veff (2) (Xi, X)))]2 

XdXl" ·dXN, (kBT)-I. (2.4) 

Our molecular dynamics calculations have been 
based upon a specific estimate for the liquid water 
Veff(2) that has been proposed by Ben-Nairn and 
StillingerP This estimate consists of a part VLJ de-
pending only on oxygen-oxygen separation rij, plus 
a function Vel [modulated by a factor S(ri))] that 
sensitively depends upon orientations about the oxy-
gen nuclei: 

Ve ff(2) (Xi, x)) =VLJ (rij) + S(rij) Vel (Xi, Xj). (2.S) 

The quantity VLJ is a potential of the Lennard-Jones 
(12-6) type: 

vLJ(rij) =4e[(0/rij)IL (o/ro) 6]' (2.6) 

Since the water molecule and the neon atom are 
isoelectronic closed-shell systems, parameters e and u 
in Eq. (2.6) were chosen by Ben-Nairn and Stillinger 
to be the accepted neon valuesl8 : 

e=S.01X 10-15 erg = 7.21 X 10-2 kcal/mole, 

u=2.82 A. (2.7) 

Four point charges, each exactly 1 A from the oxy-
gen nucleus, are imagined to be embedded in each 
water molecule in order to produce Vel. These charges 
are arranged to form the vertices of a regular tetra-
hedron. Two of them are positive (+0.1ge each) to 
simulate partially shielded protons, while the remain-
ing two (-0.1ge each) act roughly as unshared elec-
tron pairs. The set of 16 charge pair interactions 
between two molecules forms Vel: 

4 

Vel(Xi, Xj) = (0.1ge)2 2: (-1)"i+";/d"i"j(Xi, Xj). (2.8) 
ai,aj=l 

Here the indices ai and aj are even for positive charges, 
odd for negative charges. The distance d"i"; between 
the subscripted charges obviously depends on the full 
set of relative configurational variables for molecules 
i and j. 

If the radial distance rij between oxygen nuclei 
were 2 A or less, it would be possible for one of the 

distances del,,,; to be zero. The resultant divergence 
of Vel surely would be physically meaningless. The 
"switching function" S(rij) however suppresses this 
possibility by vanishing identically at these small 
separations. In fact S varies continuously and dif-
ferentially between 0 (small rij) and 1 (large rij): 

S(rij) =0 

= (rij- RL)2(3Ru- RL - 2rij) / (Ru- RL)3 

(RL:;'rij:;'Ru) , 

=1 (Ru:;' rij< 00 ), (2.9) 

where17 
Ru=3.1877 A. (2.10) 

The effective pair potential (2.S) incorporates the 
tendency of water molecules to associate by hydrogen 
bonding. The absolute minimum of Vef /2) (Xi, Xj) is 
achieved when one molecule forms a linear H bond 
(of length rij= 2.76 A) to the rear of the other mole-
cule, i.e., when a charge +0.1ge on one is lined up 
with (but 0.76 A distant from) a charge -0.1ge on 
the other. In this minimum energy configuration, the 
fully formed H bond has energy17 

Veff(2) (Xi, Xj) Imin = -4.S14X 10-13 erg 

= -6.S0 kcal/mole pairs. (2.11) 

Figure 1 illustrates this pair configuration, which after 
identification of its positive charges as proton posi-
tions agrees rather well with the stable dimer geom-
etry predicted by ab initio quantum mechanical cal-
culations.6- 9 

The distribution of mass in each molecule follows 
the tetrahedral geometry utilized in Vc ff(2). The oxy-
gen atom mass (2.6SSSX1O-23 g) is concentrated at 
the center of the tetrahedron (the force center for 
VLJ). A mass equal to /6 this value is placed at each 
of the two positions bearing charges +0.1ge that are 
1 A away from the tetrahedron center, to act as 

FIG. 1. Minimum energy configuration for two water molecules, 
according to potential (2.5). Each oxygen nucleus is symmetrically 
surrounded by a tetrad of four-point charges (±O.1ge), the 
positive members of which represent partially shielded protons. 
The configuration shown has a plane of symmetry and incorporates 
a single linear H bond. 
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assigns a sum of effective pair potentials to any given 
function VN(Xl" 'XN); the assignment causes Ve f f (2) 

to differ from V(2) in such a way that it creates es-
sentially the same structural shifts at equilibrium that 
would be produced by the aggregate of triplet, quad-
ruplet, "', terms in Eq. (2.3). Specifically Ve ff(2) is 
to be chosen so as to minimize the nonnegative 
quantity l6: 

f·· ·f[exp [ 'XN)] 

- Veff (2) (Xi, X)))]2 

XdXl" ·dXN, (kBT)-I. (2.4) 

Our molecular dynamics calculations have been 
based upon a specific estimate for the liquid water 
Veff(2) that has been proposed by Ben-Nairn and 
StillingerP This estimate consists of a part VLJ de-
pending only on oxygen-oxygen separation rij, plus 
a function Vel [modulated by a factor S(ri))] that 
sensitively depends upon orientations about the oxy-
gen nuclei: 

Ve ff(2) (Xi, x)) =VLJ (rij) + S(rij) Vel (Xi, Xj). (2.S) 

The quantity VLJ is a potential of the Lennard-Jones 
(12-6) type: 

vLJ(rij) =4e[(0/rij)IL (o/ro) 6]' (2.6) 

Since the water molecule and the neon atom are 
isoelectronic closed-shell systems, parameters e and u 
in Eq. (2.6) were chosen by Ben-Nairn and Stillinger 
to be the accepted neon valuesl8 : 

e=S.01X 10-15 erg = 7.21 X 10-2 kcal/mole, 

u=2.82 A. (2.7) 

Four point charges, each exactly 1 A from the oxy-
gen nucleus, are imagined to be embedded in each 
water molecule in order to produce Vel. These charges 
are arranged to form the vertices of a regular tetra-
hedron. Two of them are positive (+0.1ge each) to 
simulate partially shielded protons, while the remain-
ing two (-0.1ge each) act roughly as unshared elec-
tron pairs. The set of 16 charge pair interactions 
between two molecules forms Vel: 

4 

Vel(Xi, Xj) = (0.1ge)2 2: (-1)"i+";/d"i"j(Xi, Xj). (2.8) 
ai,aj=l 

Here the indices ai and aj are even for positive charges, 
odd for negative charges. The distance d"i"; between 
the subscripted charges obviously depends on the full 
set of relative configurational variables for molecules 
i and j. 

If the radial distance rij between oxygen nuclei 
were 2 A or less, it would be possible for one of the 

distances del,,,; to be zero. The resultant divergence 
of Vel surely would be physically meaningless. The 
"switching function" S(rij) however suppresses this 
possibility by vanishing identically at these small 
separations. In fact S varies continuously and dif-
ferentially between 0 (small rij) and 1 (large rij): 

S(rij) =0 

= (rij- RL)2(3Ru- RL - 2rij) / (Ru- RL)3 

(RL:;'rij:;'Ru) , 

=1 (Ru:;' rij< 00 ), (2.9) 

where17 
Ru=3.1877 A. (2.10) 

The effective pair potential (2.S) incorporates the 
tendency of water molecules to associate by hydrogen 
bonding. The absolute minimum of Vef /2) (Xi, Xj) is 
achieved when one molecule forms a linear H bond 
(of length rij= 2.76 A) to the rear of the other mole-
cule, i.e., when a charge +0.1ge on one is lined up 
with (but 0.76 A distant from) a charge -0.1ge on 
the other. In this minimum energy configuration, the 
fully formed H bond has energy17 

Veff(2) (Xi, Xj) Imin = -4.S14X 10-13 erg 

= -6.S0 kcal/mole pairs. (2.11) 

Figure 1 illustrates this pair configuration, which after 
identification of its positive charges as proton posi-
tions agrees rather well with the stable dimer geom-
etry predicted by ab initio quantum mechanical cal-
culations.6- 9 

The distribution of mass in each molecule follows 
the tetrahedral geometry utilized in Vc ff(2). The oxy-
gen atom mass (2.6SSSX1O-23 g) is concentrated at 
the center of the tetrahedron (the force center for 
VLJ). A mass equal to /6 this value is placed at each 
of the two positions bearing charges +0.1ge that are 
1 A away from the tetrahedron center, to act as 

FIG. 1. Minimum energy configuration for two water molecules, 
according to potential (2.5). Each oxygen nucleus is symmetrically 
surrounded by a tetrad of four-point charges (±O.1ge), the 
positive members of which represent partially shielded protons. 
The configuration shown has a plane of symmetry and incorporates 
a single linear H bond. 
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were 2 A or less, it would be possible for one of the 

distances del,,,; to be zero. The resultant divergence 
of Vel surely would be physically meaningless. The 
"switching function" S(rij) however suppresses this 
possibility by vanishing identically at these small 
separations. In fact S varies continuously and dif-
ferentially between 0 (small rij) and 1 (large rij): 
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The effective pair potential (2.S) incorporates the 
tendency of water molecules to associate by hydrogen 
bonding. The absolute minimum of Vef /2) (Xi, Xj) is 
achieved when one molecule forms a linear H bond 
(of length rij= 2.76 A) to the rear of the other mole-
cule, i.e., when a charge +0.1ge on one is lined up 
with (but 0.76 A distant from) a charge -0.1ge on 
the other. In this minimum energy configuration, the 
fully formed H bond has energy17 

Veff(2) (Xi, Xj) Imin = -4.S14X 10-13 erg 

= -6.S0 kcal/mole pairs. (2.11) 

Figure 1 illustrates this pair configuration, which after 
identification of its positive charges as proton posi-
tions agrees rather well with the stable dimer geom-
etry predicted by ab initio quantum mechanical cal-
culations.6- 9 

The distribution of mass in each molecule follows 
the tetrahedral geometry utilized in Vc ff(2). The oxy-
gen atom mass (2.6SSSX1O-23 g) is concentrated at 
the center of the tetrahedron (the force center for 
VLJ). A mass equal to /6 this value is placed at each 
of the two positions bearing charges +0.1ge that are 
1 A away from the tetrahedron center, to act as 

FIG. 1. Minimum energy configuration for two water molecules, 
according to potential (2.5). Each oxygen nucleus is symmetrically 
surrounded by a tetrad of four-point charges (±O.1ge), the 
positive members of which represent partially shielded protons. 
The configuration shown has a plane of symmetry and incorporates 
a single linear H bond. 
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in Eq. (2.6) were chosen by Ben-Nairn and Stillinger 
to be the accepted neon valuesl8 : 
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Four point charges, each exactly 1 A from the oxy-
gen nucleus, are imagined to be embedded in each 
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are arranged to form the vertices of a regular tetra-
hedron. Two of them are positive (+0.1ge each) to 
simulate partially shielded protons, while the remain-
ing two (-0.1ge each) act roughly as unshared elec-
tron pairs. The set of 16 charge pair interactions 
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Here the indices ai and aj are even for positive charges, 
odd for negative charges. The distance d"i"; between 
the subscripted charges obviously depends on the full 
set of relative configurational variables for molecules 
i and j. 

If the radial distance rij between oxygen nuclei 
were 2 A or less, it would be possible for one of the 

distances del,,,; to be zero. The resultant divergence 
of Vel surely would be physically meaningless. The 
"switching function" S(rij) however suppresses this 
possibility by vanishing identically at these small 
separations. In fact S varies continuously and dif-
ferentially between 0 (small rij) and 1 (large rij): 

S(rij) =0 

= (rij- RL)2(3Ru- RL - 2rij) / (Ru- RL)3 

(RL:;'rij:;'Ru) , 

=1 (Ru:;' rij< 00 ), (2.9) 

where17 
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The effective pair potential (2.S) incorporates the 
tendency of water molecules to associate by hydrogen 
bonding. The absolute minimum of Vef /2) (Xi, Xj) is 
achieved when one molecule forms a linear H bond 
(of length rij= 2.76 A) to the rear of the other mole-
cule, i.e., when a charge +0.1ge on one is lined up 
with (but 0.76 A distant from) a charge -0.1ge on 
the other. In this minimum energy configuration, the 
fully formed H bond has energy17 

Veff(2) (Xi, Xj) Imin = -4.S14X 10-13 erg 

= -6.S0 kcal/mole pairs. (2.11) 

Figure 1 illustrates this pair configuration, which after 
identification of its positive charges as proton posi-
tions agrees rather well with the stable dimer geom-
etry predicted by ab initio quantum mechanical cal-
culations.6- 9 

The distribution of mass in each molecule follows 
the tetrahedral geometry utilized in Vc ff(2). The oxy-
gen atom mass (2.6SSSX1O-23 g) is concentrated at 
the center of the tetrahedron (the force center for 
VLJ). A mass equal to /6 this value is placed at each 
of the two positions bearing charges +0.1ge that are 
1 A away from the tetrahedron center, to act as 

FIG. 1. Minimum energy configuration for two water molecules, 
according to potential (2.5). Each oxygen nucleus is symmetrically 
surrounded by a tetrad of four-point charges (±O.1ge), the 
positive members of which represent partially shielded protons. 
The configuration shown has a plane of symmetry and incorporates 
a single linear H bond. 
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Four point charges, each exactly 1 A from the oxy-
gen nucleus, are imagined to be embedded in each 
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simulate partially shielded protons, while the remain-
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were 2 A or less, it would be possible for one of the 

distances del,,,; to be zero. The resultant divergence 
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"switching function" S(rij) however suppresses this 
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separations. In fact S varies continuously and dif-
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The distribution of mass in each molecule follows 
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gen atom mass (2.6SSSX1O-23 g) is concentrated at 
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VLJ). A mass equal to /6 this value is placed at each 
of the two positions bearing charges +0.1ge that are 
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positive members of which represent partially shielded protons. 
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normalization theory of polarizable polar liquids and in Monte 
Carlo simulations of a polarizable dipolar hard-sphere 1 i q ~ i d . I ~  
For the sake of clarity we will summarize the derivation of the 
relevant formulas. 

Let us first consider a system of permanent charges q1 and 
induced dipoles p I .  Later we will generalize to a description in 
which the induced moments are incorporated into the charges. 

The potentials V,  at  the charges are given by 

V,  = [qJ/(4a%rl]) + c(rlJ)p]l (1) 
Jf! 

where C ( r )  = r/(4atOr3) and rl, = r, - rJ, The induced dipoles, 
assuming for simplicity an isotropic scalar polarizability aI, are 

p I  = alEl (2) 
where 

Here 
T(r) = (3rr - 19)/(4aq,$) (4) 

Equations 2-4 represent a system of linear equations in li that 
can be solved for the induced dipoles. 

The energy U of the system is found in the usual way by 
charging the system from zero to the full charges qi through a 
charging parameter X which is increased from 0 to 1, Since the 
induced dipole moments, and hence also the potentials V,, are 
proportional to the charges, the energy U is given by 

(5) 

This expression is not equal to the full electrostatic interaction 

that would be calculated if the induced dipoles were treated in 
the electrostatic interaction as permanent dipoles. 

We can rewrite U as 

with 

This formulation considers the total energy as the sum of the full 
electrostatic interaction and a positive self-energy Epol representing 
the energy it costs to distort a molcule to its polarized state. If 
polarizability is included explicitly, the induced dipoles will adjust 
themselves so as to minimize the total energy U, since eq 2 follows 
from the condition 

au/api = o (9) 
when U is written in the form of eq 7. A linear polarizability 
implies that EPI is quadratic in the induced dipole moment. 

An interaction model that includes an average induced dipole 
moment (pi) and computes the energy as Eel according to eq 6 
disregards the internal polarization energy and should be corrected 
according to eq 7 and 8 for the average value of E p i :  

1 

If polarizability is not included explicitly into the Hamiltonian, 
the induced dipole moment is only taken into account as an av- 
erage, without allowing it to fluctuate. Thus 

and the correction term becomes 

If an interaction model employs charges only, using values qi 
that are enhanced compared to the charges q: which represent 
the correct dipole moment of the isolated molecule, the excess 
charges qi - qp represent induced dipole moments. Following 
exactly the same arguments as in the description given above, and 
charging the permanent charges from 0 to q:, we arrive at ex- 
pressions for the energy: 

where 

Alternatively 
u = Eei + Epol (15) 

Eei = %%iV, (16) 

with 

I 

and 

Epl = 1/2C(P - cLo)2/al (17) 

where p is the dipole moment of the effective pair model and po 
is the dipole moment of the isolated molecule. Equation 17 gives 
the polarization correction that should be applied to effective pair 
potentials. 

Application to Liquid Water 

Many effective pair potentials have been used for liquid water,2 
such as the ST2 model,' the SPC model? and the TIPS potential15 
and its variants, among which is TIPS2,16 and models based on 
quantum-mechanical calculations, such as the MCY model." The 
latter is expected to be a pure pair potential, but its parametrization 
is such that it behaves partly as an effective pair potential. We 
shall concentrate on the simple, but reasonably successful simple 
point charge (SPC) model that consists of a tetrahedral water 
model with an OH distance of 0.1 nm, with point charges on the 
oxygen and hydrogen positions of -0.82 and +0.41 e (electronic 
charge units), respectively, and a Lennard-Jones interaction on 
the oxygen positions, given by 

(18) 

I 

V,, = -(A/r)6 + (B/r)12 

where A = 0.371 22 ( k J / m o l ) ' h m  and B = 0.3428 (kJ/ 
mol)1/i2-nm, The SPC model was derived from a series of MD 
simulations in the parameter space of the hydrogen charge qH and 
the repulsion parameter B, with experimental density and va- 
porization energy as targets. It turned out that acceptable pa- 
rameters produced a radial distribution curve with a second 
neighbor peak characteristic for liquid water but quite near the 
boundary of parameter values that failed to produce such a peak. 
The almost equivalent, but slightly differently parametrized TIPS 
potential does not exhibit the second neighbor peak. The dipole 
moment of the SPC model is 2.27 D, compared to 1.85 D for the 
isolated molecule. The second virial coefficient is almost twice 
the experimental value.5 The diffusion coefficient of the model 
is 3.6 X c m 2 d  at 300 K, compared to the experimental value 
of 2.4 X The potential energy for liquid SPC waterS at 300 
K is -41.7 kJ/mol, and the density a t  300 K and atmospheric 
pressure5 turns out to be 0.98 g - ~ m - ~ .  Although the model behaves 
quite satisfactorily for most purposes, there is room for im- 

(13) Wertheim, M. S. Annu. Reo. Phys. Chem. 1979, 30, 471. 
(14) Patey, G.  N.; Torrie, G. M.; Valleau, J. P. J .  Chem. Phyr. 1979, 71,  

96. 

(15) Jorgensen, W. L. J .  Am. Ckem. SOC. 1981, 103, 335. 
(1 6) Jorgensen, W. L. J .  Chem. Phys. 1982, 77, 4 156. 
(1 7) Matsuoka, 0.; Clementi, E.; Yoshimine, M. J.- Chem. Phys. 1976,64, 

1351. 
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For the sake of clarity we will summarize the derivation of the 
relevant formulas. 

Let us first consider a system of permanent charges q1 and 
induced dipoles p I .  Later we will generalize to a description in 
which the induced moments are incorporated into the charges. 

The potentials V,  at  the charges are given by 

V,  = [qJ/(4a%rl]) + c(rlJ)p]l (1) 
Jf! 

where C ( r )  = r/(4atOr3) and rl, = r, - rJ, The induced dipoles, 
assuming for simplicity an isotropic scalar polarizability aI, are 

p I  = alEl (2) 
where 

Here 
T(r) = (3rr - 19)/(4aq,$) (4) 

Equations 2-4 represent a system of linear equations in li that 
can be solved for the induced dipoles. 

The energy U of the system is found in the usual way by 
charging the system from zero to the full charges qi through a 
charging parameter X which is increased from 0 to 1, Since the 
induced dipole moments, and hence also the potentials V,, are 
proportional to the charges, the energy U is given by 

(5) 

This expression is not equal to the full electrostatic interaction 

that would be calculated if the induced dipoles were treated in 
the electrostatic interaction as permanent dipoles. 

We can rewrite U as 

with 

This formulation considers the total energy as the sum of the full 
electrostatic interaction and a positive self-energy Epol representing 
the energy it costs to distort a molcule to its polarized state. If 
polarizability is included explicitly, the induced dipoles will adjust 
themselves so as to minimize the total energy U, since eq 2 follows 
from the condition 

au/api = o (9) 
when U is written in the form of eq 7. A linear polarizability 
implies that EPI is quadratic in the induced dipole moment. 

An interaction model that includes an average induced dipole 
moment (pi) and computes the energy as Eel according to eq 6 
disregards the internal polarization energy and should be corrected 
according to eq 7 and 8 for the average value of E p i :  
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If polarizability is not included explicitly into the Hamiltonian, 
the induced dipole moment is only taken into account as an av- 
erage, without allowing it to fluctuate. Thus 

and the correction term becomes 

If an interaction model employs charges only, using values qi 
that are enhanced compared to the charges q: which represent 
the correct dipole moment of the isolated molecule, the excess 
charges qi - qp represent induced dipole moments. Following 
exactly the same arguments as in the description given above, and 
charging the permanent charges from 0 to q:, we arrive at ex- 
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where 

Alternatively 
u = Eei + Epol (15) 

Eei = %%iV, (16) 

with 

I 

and 

Epl = 1/2C(P - cLo)2/al (17) 

where p is the dipole moment of the effective pair model and po 
is the dipole moment of the isolated molecule. Equation 17 gives 
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potentials. 

Application to Liquid Water 

Many effective pair potentials have been used for liquid water,2 
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model with an OH distance of 0.1 nm, with point charges on the 
oxygen and hydrogen positions of -0.82 and +0.41 e (electronic 
charge units), respectively, and a Lennard-Jones interaction on 
the oxygen positions, given by 

(18) 

I 

V,, = -(A/r)6 + (B/r)12 

where A = 0.371 22 ( k J / m o l ) ' h m  and B = 0.3428 (kJ/ 
mol)1/i2-nm, The SPC model was derived from a series of MD 
simulations in the parameter space of the hydrogen charge qH and 
the repulsion parameter B, with experimental density and va- 
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(13) Wertheim, M. S. Annu. Reo. Phys. Chem. 1979, 30, 471. 
(14) Patey, G.  N.; Torrie, G. M.; Valleau, J. P. J .  Chem. Phyr. 1979, 71,  

96. 

(15) Jorgensen, W. L. J .  Am. Ckem. SOC. 1981, 103, 335. 
(1 6) Jorgensen, W. L. J .  Chem. Phys. 1982, 77, 4 156. 
(1 7) Matsuoka, 0.; Clementi, E.; Yoshimine, M. J.- Chem. Phys. 1976,64, 

1351. 
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3. B e  Berechmmg opt$echer und eleh%rosta~cher 
G.ltterpotent$al e; 

von P.P. Ewald .  

I n h a l t :  I. 1. Elektroetatische Potentiale. 2. Elektrodynamische 
Potentiale. 3. Ziel der Arbeit. - 11. 1. Thetafunktionen einer Ver- 
iinderlichen. Zummmenhang zwiechen Thetafanktionen nnd Gitter- 
problemen. 2. Ableitung der Transformationeformel fur Thetafunktionen 
von 3 Vednderlichen. - 111. 1. Potentiale ale Summen von Einzel- 
wirkungen (randloser Kristall). 2. Potentialamformung, Trennungsstelle E. 
Gesamtpotential eincs einfachen Qitters. 3. Erregendee Potential eines 
einfachen Oitters. 4. Geaamtes und erregendes Potential im sueammen- 
gesetzten Gitter, Strukturfaktor. - IV. 1. obergang eu elektrostatiechen 
Potentialen, dimeneionslose GriiSen. 2. Beispiel: Gitterenergie von Stein- 
ealz. 3. Beispiel: Gitterenergie von FluSspat. 

I. 
1. Bei den Untersuchungen uber den Anfbau der Kri- 

stalle und ihre Eigenschaften tritt die Notwendigkeit auf, ge- 
wisse Potentiale nicht nur als allgemeinen Ausdruck zu kennen, 
sondern ihren Zahlenwert an irgendeiner Stelle des vom 
Gitter erfiillten Raumes zu ermitteln. Bas elehtrostutisehe 
Potential eines Ionengitters z. B. ist 

wo unter P’ ein Atom des Gitterverbandes, unter seine 
Ladung, und unter Rppl sein Abstand vom Aufpunkt P ver- 
standen ist und das Summenzeichen sich auf alle Atome P 
bezieht. Dies Potential gibt die Arbeit an, die notwendig ist, 
nm eine positive Einheitsladung (wir benutzen gewbhnliche 
slektrostatische Einheiten) aus dem Unendlichen an den Ort P 
zu bringen. Wilnscht man die Energie zu kennen, die im 
ganzen Gitterverband aufgespeichert ist, so ist diese l) 

1) Vgl. etwa M. B o r n  und A. LandB, Berl. Ber. 46. S. 1048 bis 
1088. 1918. 

P. P. Ewald, Annalen der Physik, vol. 
369, pp. 253–287, Jan. 1921

Long-ranged Coulomb interactions in a pseudo crystal through Ewald summation
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An N ·log(N) method for evaluating electrostatic energies and forces of large periodic systems 
is presented. The method is based on interpolation of the reciprocal space Ewald sums and 
evaluation of the resulting convolutions using fast Fourier transforms. Timings and accuracies 
are presented for three large crystalline ionic systems. 

INTRODUCTION 

We consider a lattice A defined by elementary transla-
tion vectors al' a2' and a3 with Euclidean lengths al. a2. 
and a3, respectively. The Cartesian components of the kth 
lattice vector. ak. are denoted ak[ (1= 1.2.3). The conjugate 
reciprocal lattice A * is defined by elementary translations 
at • • and • with Euclidean lengths at • • and and 
Cartesian components (k.Z= 1,2,3). These reciprocal 
translations satisfy at· a{=8k{ (k.l= 1.2.3). The unit cell U 
of the lattice A consists of all points r having fractional 
coordinates (fl' f2. f3) with for k= 1,2,3 
(wherefk=at· r). 

We define the functions <I>dir(r;{3) and <I>rec(r;f3). where 
r is a point in U and {3 is a positive number. by 

and 

where erfc(x) is the complementary error function, 
V=al . a2Xa3 is the volume of the unit cell U, and nand m 
are given by n=nlal +n2a2+n3a3' and m=mlaT 

for integers nk and mk (k=I,2,3). The 
effect of {3 on the Ewald pair potential, 'I/J(r;{3), defined by 
'I/J(r) = <I>dir(r;{3) + <I>rec(r;{3), is that of an additive con-
stant. Hence. for a neutral system. the total electrostatic 
energy (and its derivatives) are invariant to {3. 

The infinite series defining <I>dir and <I>rec are both rap-
idly convergent. Their rates of convergence are controlled 
by adjusting the value of {3. If {3 is chosen so that only the 
minimum image terms in the direct space sum <I>dir(r;f3) 
are retained, the total electrostatic energy of a neutral unit 
cell U, containing N point charges Ql>Q2, ... ,qN, located at 
positions rl'r2 •...• rN' is given byl-3 

1 N N 
+2" L L Qllj<I>rec(rj-r;;{3) +J(D), 

i=1 j=1 

J. Chern. Phys. 98 (12), 15 June 1993 

(2) 

where rij is the minimum image distance. De Leeuw et al. I 
derived the fourth term J(D) in Eq. (2), which depends 
quadratically on the dipole moment D of the unit cell, as 
well as the macroscopic boundary conditions of the crystal 
and the external dielectric constant. 

Choosing {3 as above makes evaluation of the electro-
static energy an order N2 computational problem. Adjust-
ing {3 to optimize computational effort results in an order 
N 3/ 2 algorithm.4 Although conventional Ewald summation 
is widely used for simulations of small periodic systems. 
the computational cost becomes prohibitive for large (N 
> 104 ) macromolecular simulations. Alternative tech-
niques for improving the evaluation of long range electro-
static forces include expansion of the Ewald pair potential 
in cubic polynomials. S table lookup of the pair potential.6 

use of Wigner potentials,7 multiple time step ("twin 
range") methods,S particle-mesh techniques,9 and efficient 
Taylor and/or multipole expansions.lO-IS 

The particle-mesh Ewald (PME) method presented 
here involves choosing {3 sufficiently large that atom pairs 
for which rij exceeds a specified cutoff (e.g., 9 A..) are neg-
ligible in the direct space sum in Eq. (2) which reduces 
this term to order N. The reciprocal space sum in Eq. (2) 
is then approximated by a multidimensional piecewise-
interpolation approach inspired by the particle-mesh 
method of Hockney and Eastwood.9 The approximate re-
ciprocal energy and forces are expressed as convolutions 
and can thus be evaluated quickly using fast Fourier trans-
forms (FFTs). The resulting algorithm is of order N 
In (N), is easily programmed, and is shown below to be 
efficient and accurate for macromolecular systems. 

METHOD 

If <I>rec(r;{3) is expressed in fractional coordinates {Ii} 
we have 

X exp [21Ti(mdl +mz!2+m3f3)]. 
(3) 

Given positive integers K I , K 2 , andK3 , we compute <I>rec as 
well as its (Cartesian) gradient on the grid of fractional 
coordinates (IlK!, lz/Kz, 13/K3), for Ik=I, ... ,Kk, 
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Reciprocal space (basis vectors a1,a2,a3)

Convergence of the Coulomb energy: Split the latter into contributions from direct and reciprocal 
space, respectively, which are each converging, and a surface term, J(D), describing the boundary 
conditions at infinity (from Darden, York, Pedersen, J. Chem. Phys. 98(12), 10089 (1993)). 
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The parameter � determines
the repartition between real and
imaginary space contributions.
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Lysozyme

84 4. PROTEIN DYNAMICS

FIGURE IV.1. Left: A tri-peptide (tri-alanine) in the extended
conformation. The yellow triangles indicate the planar peptide
bond structure. Right: The right-handed �-helix as typical sec-
ondary structure motive.

FIGURE IV.2. Left: Ball-and-stick representation of lysozyme.
Right: Corresponding cartoon representation showing the sec-
ondary structure elements.

Since the 1970’s the molecular dynamics simulation technique is also used
for protein simulations. In the beginning, the solvent was replaced by an effec-
tive medium in order to reduce the computational effort, but today the simu-
lation of a protein molecule in an effective solvent of several hydration layers
is standard. From a methodological point of view the MD simulation of a

The force field (Amber)

A simplified force field for describing vibrational protein dynamics
over the whole frequency range

Konrad Hinsena) and Gerald R. Knellerb)

Centre de Biophysique Moléculaire (UPR 4301 CNRS), Rue Charles Sadron,
45071 Orléans Cedex 2, France

!Received 13 July 1999; accepted 18 October 1999"

The empirical force fields used for protein simulations contain short-ranged terms !chemical bond
structure, steric effects, van der Waals interactions" and long-ranged electrostatic contributions. It is
well known that both components are important for determining the structure of a protein. We show
that the dynamics around a stable equilibrium state can be described by a much simpler midrange
force field made up of the chemical bond structure terms plus unspecific harmonic terms with a
distance-dependent force constant. A normal mode analysis of such a model can reproduce the
experimental density of states as well as a conventional molecular dynamics simulation using a
standard force field with long-range electrostatic terms. This finding is consistent with a recent
observation that effective Coulomb interactions are short ranged for systems with a sufficiently
homogeneous charge distribution. © 1999 American Institute of Physics.
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In addition to their fundamental importance for biologi-
cal systems, proteins are also interesting dynamical systems
from a purely physical point of view, combining liquidlike
behavior at high frequencies with elastic behavior at low
frequencies. The main experimental techniques for studying
protein dynamics are inelastic neutron scattering1 for short to
medium time scales of about 1 ns and nuclear magnetic reso-
nance !NMR"2 for nanosecond to microsecond motions. Be-
cause of the structural complexity of proteins, the interpreta-
tion of the experimental results requires numerical
calculations on atomic models. Therefore protein dynamics
is a field that is marked by the cooperation of experiment and
simulation.

Numerous experimental and theoretical studies have pro-
vided a general picture of protein dynamics spanning the
whole frequency range.3,4 As in all physical systems, low
frequencies correspond to collective motions, whereas high
frequencies describe localized motions. The highest frequen-
cies in a protein, around 100 THz !3000 cm!1", represent
bond-stretching vibrations that involve a hydrogen atom.
Moving toward lower frequencies, there are the bond stretch-
ing vibrations between two heavy atoms, bond angle vibra-
tions, motions of larger chemical groups, residue deforma-
tions and residue rigid-body motions, secondary structure
deformations, and finally large scale collective motions, e.g.,
domain motions.

The main theoretical techniques for studying protein dy-
namics are molecular dynamics !MD" simulations and nor-
mal mode analysis.5 The standard protein model consists of
one classical point mass for each atom with interactions de-
scribed by empirical force fields that contain long-ranged
electrostatic contributions and short-ranged terms describing

the chemical bond structure, excluded-volume effects, and
van der Waals interactions:

U" %
bonds i j

k i j!ri j!ri j
(0)"2# %

angles i jk
ki jk!& i jk!& i jk

(0)"2

# %
dihedrals i jkl

k i jklcos!ni jkl' i jkl!( i jkl"

# %
all pairs i j

4) i j! * i j
12

r12
!

* i j
6

r6
"

# %
all pairs i j

qiq j

4+)0ri j
# non-bonded.

!1"

The quantities ki j , ri j
(0) , ki jk , & i jk

(0) , ki jkl , ni jkl , ( i jkl , ) i j ,
* i j , and qi are parameters obtained by fitting to experimen-
tal data or from more detailed calculations; they depend on
the atoms involved. Due to the long-ranged terms all ele-
ments of the second-derivative matrix that is diagonalized in
normal mode analysis are nonzero. This is the cause for the
enormous memory requirement that is the limiting factor in
normal mode calculations of macromolecules.

The high-frequency part of the spectrum has been ana-
lyzed in detail by classical spectroscopy techniques on small
peptide chains. It is mainly determined by the first three
terms in Eq. !1", which describe the chemical bond structure.
The very low frequency motions have been studied in detail
as well, because they contain the highly specific domain mo-
tions which determine a protein’s function.6 Several studies
have shown that they are not sensitive to the details of the
force field, but can be obtained with a simple harmonic force
field with a distance-dependent force constant. Such models
have been found sufficient to reproduce the frequency spec-
trum up to ,0.5 THz !15 cm!1"7 and to identify the biologi-
cally relevant domain motions.8 An even simpler Gaussian

a"Electronic mail: hinsen@cnrs-orleans.fr
b"Electronic mail: kneller@cnrs-orleans.fr
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Particle mesh Ewald: An N -log(N) method for Ewald sums 
in large systems 

Tom Darden, Darrin York, and Lee Pedersen 
National Institute of Environmental Health Sciences, Research Triangle Park, North Carolina 27709 

(Received 5 March 1993; accepted 14 April 1993) 

An N ·log(N) method for evaluating electrostatic energies and forces of large periodic systems 
is presented. The method is based on interpolation of the reciprocal space Ewald sums and 
evaluation of the resulting convolutions using fast Fourier transforms. Timings and accuracies 
are presented for three large crystalline ionic systems. 

INTRODUCTION 

We consider a lattice A defined by elementary transla-
tion vectors al' a2' and a3 with Euclidean lengths al. a2. 
and a3, respectively. The Cartesian components of the kth 
lattice vector. ak. are denoted ak[ (1= 1.2.3). The conjugate 
reciprocal lattice A * is defined by elementary translations 
at • • and • with Euclidean lengths at • • and and 
Cartesian components (k.Z= 1,2,3). These reciprocal 
translations satisfy at· a{=8k{ (k.l= 1.2.3). The unit cell U 
of the lattice A consists of all points r having fractional 
coordinates (fl' f2. f3) with for k= 1,2,3 
(wherefk=at· r). 

We define the functions <I>dir(r;{3) and <I>rec(r;f3). where 
r is a point in U and {3 is a positive number. by 

and 

where erfc(x) is the complementary error function, 
V=al . a2Xa3 is the volume of the unit cell U, and nand m 
are given by n=nlal +n2a2+n3a3' and m=mlaT 

for integers nk and mk (k=I,2,3). The 
effect of {3 on the Ewald pair potential, 'I/J(r;{3), defined by 
'I/J(r) = <I>dir(r;{3) + <I>rec(r;{3), is that of an additive con-
stant. Hence. for a neutral system. the total electrostatic 
energy (and its derivatives) are invariant to {3. 

The infinite series defining <I>dir and <I>rec are both rap-
idly convergent. Their rates of convergence are controlled 
by adjusting the value of {3. If {3 is chosen so that only the 
minimum image terms in the direct space sum <I>dir(r;f3) 
are retained, the total electrostatic energy of a neutral unit 
cell U, containing N point charges Ql>Q2, ... ,qN, located at 
positions rl'r2 •...• rN' is given byl-3 

1 N N 
+2" L L Qllj<I>rec(rj-r;;{3) +J(D), 

i=1 j=1 

J. Chern. Phys. 98 (12), 15 June 1993 

(2) 

where rij is the minimum image distance. De Leeuw et al. I 
derived the fourth term J(D) in Eq. (2), which depends 
quadratically on the dipole moment D of the unit cell, as 
well as the macroscopic boundary conditions of the crystal 
and the external dielectric constant. 

Choosing {3 as above makes evaluation of the electro-
static energy an order N2 computational problem. Adjust-
ing {3 to optimize computational effort results in an order 
N 3/ 2 algorithm.4 Although conventional Ewald summation 
is widely used for simulations of small periodic systems. 
the computational cost becomes prohibitive for large (N 
> 104 ) macromolecular simulations. Alternative tech-
niques for improving the evaluation of long range electro-
static forces include expansion of the Ewald pair potential 
in cubic polynomials. S table lookup of the pair potential.6 

use of Wigner potentials,7 multiple time step ("twin 
range") methods,S particle-mesh techniques,9 and efficient 
Taylor and/or multipole expansions.lO-IS 

The particle-mesh Ewald (PME) method presented 
here involves choosing {3 sufficiently large that atom pairs 
for which rij exceeds a specified cutoff (e.g., 9 A..) are neg-
ligible in the direct space sum in Eq. (2) which reduces 
this term to order N. The reciprocal space sum in Eq. (2) 
is then approximated by a multidimensional piecewise-
interpolation approach inspired by the particle-mesh 
method of Hockney and Eastwood.9 The approximate re-
ciprocal energy and forces are expressed as convolutions 
and can thus be evaluated quickly using fast Fourier trans-
forms (FFTs). The resulting algorithm is of order N 
In (N), is easily programmed, and is shown below to be 
efficient and accurate for macromolecular systems. 

METHOD 

If <I>rec(r;{3) is expressed in fractional coordinates {Ii} 
we have 

X exp [21Ti(mdl +mz!2+m3f3)]. 
(3) 

Given positive integers K I , K 2 , andK3 , we compute <I>rec as 
well as its (Cartesian) gradient on the grid of fractional 
coordinates (IlK!, lz/Kz, 13/K3), for Ik=I, ... ,Kk, 
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Long-ranged Coulomb interactions in big systems through 
Particle-Mesh-Ewald (PME) approach

Solve the Poisson equation on a grid by FFT and interpolate the 
forces at the atomic positions ☞



Lysozyme (all atoms)

Dynamics of proteins

Lysozyme (backbone)



Backbone The "side-chain liquid"

Flexible

flexible

G. R. Kneller and J. C. Smith, “Liquid-like Side-Chain Dynamics in Myoglobin,” J Mol Biol, vol. 242, no. 3, pp. 181–185, 1994.

Rigid: Internal motions of the side-
chains have been filtered out by 
quaternion-based rigid-body fits of 
the initial side-chain conformations
(GR Kneller Mol. Sim. 7(1),113-119). 

Liquid-like side chain motions in myoglobin



MD simulation of aquaporin



Dynamics of liquid bilayers / membranes 

POPC bilayer  In-plane motion



Some codes

CHARMM (Chemistry at HARvard Macromolecular Mechanics)
M. Karplus, Charles Brooks, Bernie Brooks et al., Harvard University

AMBER (Assisted Model Building with Energy Refinement)
Peter Kollman et al. UC San Francisco

NAMD (Nanoscale Molecular Dynamics)
Klaus Schulten et al., University of Illinois Urbana–Champaign

GROningen MOlecular Simulation (GROMOS)
Herman Berendsen & W. Van Gunsteren et al., 
U. Groningen, NL & ETH Zürich

GROMACS (GROningen MAchine for Chemical Simulations),
Spin-off from GORMOS since 2001 Royal Institute of Technology 
and Uppsala University

LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)
Steve Plimpton et al. Sandia National Laboratories & Temple University
Philadelphia

MMTK (Molecular Modeling Toolkit)
Konrad Hinsen, CNRS CBM Orléans

…..



Basic steps in force field 
development



4/55

⇤

�

⇥

⌅

⇧

⌃

 

Born-Oppenheimer approximation
Hamilton operator for nuclei and electrons :

Ĥ = Ĥnn + Ĥee + V̂ne

The components are

Ĥnn =
X

i

�~2
2Mi

@
2

@R
2
i

+
1

4⇡✏0

X

i

X

i<j

ZiZje
2

|Ri �Rj |
,

Ĥee =
X

i

X

↵

�~2
2me

@
2

@r
2
i,↵

+
1

4⇡✏0

X

i,↵

X

j<i,�

e
2

|ri,↵ � rj,�|
+

1

4⇡✏0

X

i

X

↵<�

e
2

|ri,↵ � ri,�|
,

V̂ne =
1

4⇡✏0

X

i

X

j,↵

�Zie
2

|Ri � rj,↵|
.

Notation: n = nuclei (i, j, . . .), e = electrons (↵, �, . . .).
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Stationary problem for the electrons

Time scale separation between the time scales of the motions of the
“light” and the “heavy” atoms (Mi � me). The electron dynamics
follows instantaneously the motions of the nuclei.

• Electron wave function :

 e({ri,↵}, t|{Ri}) = ue({ri,↵}|{Ri})e
�

i
~Eet.

• Stationary Schrödinger equation :

n
Ĥee + V̂ne

o
ue = Ee({Ri})ue.

The eigenvalues are implicit functions of the configuration of the
nuclei!
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Schrödinger Equation of the nuclei:

i~
@ n

@t
= Ĥn n,

Ĥn =
X

i

�~2

2Mi

@
2

@R
2
i

+ V̂nn + Ee({Ri})| {z }
Vn({Ri})

.

The potential of the nuclei is the superposition of the repulsive coulom-
bic terms repulsive terms, Vnn, and the Born-Oppenheimer electronic
energy, Ee(Ri}), which depends in a parametric way on the posi-
tions of the nuclei.
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Classical MD
Concept

Instead of solving the Schrödinger equation with the potential Vn({Ri})
for the nuclei, we solve the Newton equations,

MiR̈i = �
@U({Ri})

@Ri

,

where U({Ri}) is an empirical potential which is fitted to to Vn({Ri}),

U({Ri}) ⇡ Vn({Ri}).

The simplest example is the Lennard-Jones potential, which is used
for simple liquids

U(r) = 4✏
✓
�
12

r12
�

�
6

r6

◆
.



J .  Phys. Chem. 1990, 94, 7949-7956 7949 

1.12 - 
For a sample prepared in an optical cell, we observe an angle 

of minimum deviation, 4, in measurements of refractive index 
through an apex (corner) angle of 90' (see eq 2 in text). For the 
same sample, if the apex angle changes from 90° to 90° + 6A, 
and the angle of minimum deviation correspondingly changes from + to + + 64, the following equation is valid 

(A-1) 6n  = (dn/aA)6A + ( a n / d 4 ) 6 +  = 0 

The summation of eq A-1 for four measurements through the four 
corners of the cell yields 

(dn/dA)EGA + ( d n / & ) E 6 4  = O (-4-2) 

E A  is constant, equal to 2 ~ .  Therefore E6A = 0, and according 
to eq A-2 C6+ = 0. We then have 

(A-3) +(average) = 4 + (E64)/4 = + 
Registry No. Methylcyclohexane, 108-87-2; polystyrene, 9003-53-6. 

Molecular Dynamics Simulations of Liquid Water Using the NCC ab Initio Potential 

U. Niesar, C. Corongiu, E. Clementi,* G. R.  Kneller, and D. K. Bhattacharya 
ISM Corporation, Data Systems Division, Dept. 48B/MS 428, Neighborhood Road, Kingston, New York 12401 
(Received: February 1 ,  1990) 

We present a molecular dynamics simulation of 512 water molecules based on a new ab initio potential. The new potential, 
called the NCC potential, is an extension of the MCY potential with explicit incorporation of the many-body effects due 
to polarization. From the MD configurations of a 32  ps simulation with a time step of 0.5 fs, we have calculated the radial 
pair correlation functions, the X-ray and neutron scattering intensities, the power spectrum of translational and rotational 
velocity autocorrelation functions, IR spectra, evaporation energy, specific heat, self-diffusion coefficient, NMR relaxation 
time, sound modes, time-of-flight, and the density of states. A comparison with available experimental data reveals that 
the use of the NCC potential results in an accurate prediction of a wide spectrum of static and dynamic properties of liquid 
water. 

1. Introduction 
The understanding of the structure and dynamics of water is 

crucial for all aspects of solution chemistry and the functioning 
of biological macromolecules.' Several studies2.'* have shown 
that molecular dynamic simulations based on realistic potentials 
can provide insights into how structural changes at  a molecular 
level influence the thermodynamic properties of water and can 
explain the origin of cooperative phenomena such as new collective 
excitation (sound modes) propagating in small patches of highly 
bonded water molecules. Since the interaction potential between 
water molecules is fundamental to these simulations, there have 
been sustained efforts to refine the MCY potential, a frequently 
used two-body potential for water molecules. In  refs 4 and 9, 
three- and four-body corrections to the MCY potential have been 
proposed and tested with Monte Carlo simulations. These two 
papers conclude that many-body corrections are essential, if 
quantitative rather than qualitative predictions are required. These 
conclusions have been confirmed for static proper tie^^,^ of liquid 
water as well as dynamic properties.6J Recently, a new extension" 
of the MCY potential has been proposed. It incorporates the 
many-body effects due to polarization. The main objective of the 
present work is to examine to what extent the new potential 
improves the predictions of the molecular dynamic simulations. 

*Author  for correspondence. 

0022-3654/90/2094-1949$02.50/0 

A brief discussion of the NCC potential and its parametrization 
is given in sections 2 and 3. In section 4 we discuss some com- 
putational aspects intrinsic to the MD simulation based on the 
NCC potential. In section 5 we examine some static properties 
such as the evaporation energy, specific heat a t  constant volume, 
radial distribution functions, and the X-ray and the neutron 
scattering intensities. Section 6 deals with the evaluation of 

( I )  Franks, F. Wafer: A Comprehensiue Treafise; Plenum: New York, 

(2) Matsuoka, 0.; Clementi, E.; Yoshimine, M. J .  Chem. Phys. 1976,64, 

(3) Lie, G. C.; Clementi, C.; Yoshimine, M. J .  Chem. Phys. 1976, 64, 

(4) Clementi, E.; Corongiu, G. I n f .  J .  Quanfum Chem., Symp. 1983, 10, 

(5) Impey, R. W.; Madden, P. A,; McDonald, I .  R. Mol. Phys. 1982.46, 

(6) Wojcik, M.; Clementi, E. J .  Chem. Phys. 1986, 84, 5970. 
(7) Wojcik, M.; Clementi, E. J .  Chem. Phys. 1986, 85, 3544. 
(8) Wojcik, M.; Clementi, E. J .  Chem. Phys. 1986, 85, 6085. 
(9) Detrich, J .  H.; Corongiu, G.;Clementi, E. Chem. Phys. Leff. 1984, 112, 

(10) Lie, G. C.; Clementi, E. Phys. Reo. A 1986, 33, 2679. 
( 1  1) Niesar, U.; Corongiu, G.; Huang, M. J.; Dupuis, M.; Clementi, E. Inf.  

J .  Quantum Chem., Quantum Chem. Symp. 1989, No. 23, 421. 
(12) Niesar, U.; Corongiu, G.; Huang, M. J.; Dupuis, M.; Clementi, E. 

IBM Tech. Rep. 1989, KGN-191. 

1971; Vol. 1-5. 

1351. 

2314. 

31. 

513. 

426. 

0 1990 American Chemical Societv , ,  I -  

1950 The Journal of Physical Chemistry, Vol. 94, No.  20, I990 Niesar et al. 

in general terms in refs 15 and 16 and in specific models in refs 

In  the NCC potential we chose an explicit representation of 
the polarization effects by inducing dipole moments on every 
interacting molecule. The permanent dipole moments of the water 
molecules are represented by three point charges per molecule 
as shown in Figure 1. The polarization on one molecule is hence 
primarily due to the global point charge distribution of the sur- 
rounding matter. These induced-dipole moments in turn cause 
polarization on the other molecules, and thus this effect must also 
be included in the polarization potential. 

For the sake of greater clarity we will very briefly describe the 
polarization model used in this paper. The induced polarization 
is, as usual, taken as a linear response to the electric field since 
the field is not very large: 

17-24. 
I 7 

Figure 1 .  Definition of the water dimer geometry. 

dynamical properties such as diffusion coefficient, translational 
and rotational velocity autocorrelation function, IR spectra, 'H 
N M R  relaxation time, time-of-flight of cold neutrons, density of 
states, and the sound modes. The conclusions are presented in 
section 7 .  

2. The NCC Potential 
The NCC potential consists of two parts: 

where the pairwise additive part of the potential is 

1 4q2 (A RI4 R23 R24 R78 

1 1 - + - + - + - V,uo.bod) = q2 + - - 

where subscripts 7 and 8 correspond to the negative point charges 
P on the molecular Czc axis of the interacting water molecules. 
Other subscripts are defined in Figure 1 .  The geometry of the 
water molecule is defined as it is in the MCY potential with a 
O H  bond length of 0.9572 A and a HOH angle of 104.52', 
corresponding to an isolated water molecule in the gas phase.I4 
In  eq 2 ,  ApH and Am, are new terms to the MCY potential required 
to correct deficiencies a t  short distances and to obtain a more 
reasonable pressure for liquid water. 

The second part of VNcc is a polarization term. Previous 
computations where three-4,6-8 and four-body9 corrections were 
considered have shown that the many-body corrections are nec- 
essary for accurate quantitative predictions. However, the com- 
putational time increases dramatically when the two-body MCY 
potential is extended with three- and four-body corrections, term 
by term. Therefore we require a computationally less expensive 
algorithm that takes advantage of the "large memory" not 
available on previous  computer^.^,^-^ 

The need of many-body corrections can be shown on very simple 
physical grounds. Let us consider the electronic charge distribution 
for eq 2: it is clear that the electronic density at the lone pairs 
on the oxygen atoms in gaseous H 2 0  must be significantly different 
from the electronic density in liquid water, where the lone pairs 
are participating in hydrogen-bond formation. From this, it follows 
that the electronic distribution must be a function of the geo- 
metrical configuration of the "cluster of water molecules", solvating 
a given water molecule. The numerical value of the point charges 
may be considered as a variable rather than a constant as discussed 

(13) Bartlett, R. J.; Shavitt, I.; Purvis, G .  D. J .  Chem. Phys. 1979, 71 ,  281. 
(14) Benedict, W.  S.; Gailar, Y.: Plyler. E. K .  J .  Chem. Phys. 1956. 24. 

1139 

where p:fd is the Xth induced moment on molecule i .  The po- 
larizability hi, is assumed to be a static property of molecule i .  
The electric field E?' at the location of the i,th induced-dipole 
moment is the sum o! the electric fields caused by the surrounding 
point charge distribution and induced-dipole moments. It can be 
written asZS 

E;;' = E?, + EfA 

where ETA is the electric field caused by the charges q!o on molecules 
j .  Riuo = RiA - Rjn is the distance vector between the induced-dipole 
moment i, and charge j,. EfA is the electric field due to the 
induced-dipole moments k ,  on molecules k ,  and TjAkv is the di- 
poledipole matrix. N,,, is the number of molecules in the system, 
N ,  is the number of point charges per molecule, and Nd is the 
number of induced-dipole moments per molecule. With eqs 3 and 
4 we can set up a system of linear equations for the induced dipole 
moments: 

The induction energy of such a system of induced-dipole moments 
is given asz5 

From eq 5. one can obtain the following identity: 

( 1  5 )  Hirschfelder, J. 0.; Curtiss, C.  F.; Bird, R. B. Molecular Theory of 

(16) Bottcher, C. F. J .  Theory of Electric Polarization; Elsevier: Am- 
Gases and Liquids; Wiley: New York, 1954. 

sterdam, 1973; Vol. I .  
(17) Stillinger, F. H.; David, C. W. J .  Chem. Phys. 1978, 69, 1473. 
(18) Barnes. P.; Finnev, J. L.; Nicholas, J .  D.; Quinn, J. E. Nature 1979, 

282, 459. 
(19) Levesque, D. ;  Weis, J .  J . ;  Patey, G. N .  Mol. Phys. 1984, 51, 333. 
(20) Caillol, J .  M.; Levesque, D.; Weis, J. J.; Kusalik, P. G.; Patey, G. N .  

(21) Lybrand, T. P.; Kollman, P. A. J .  Chem. Phys. 1985, 83, 2923. 
(22) Berendsen, H.  J .  C.; Grigera, J. R.; Straatsma, T. P. J .  Chem. Phys. 

(23) Rullmann, J. A. C.; van Duijnen, P. Th. Mol. Phys. 1988, 63, 451. 
(24) Sprik, M . ;  Klein, M .  L. J .  Chem. Phys. 1988, 89, 7556. 
(25) See ref 16, Chapter 3. 

Mol. Phys. 1985, 55, 65. 

1987, 91, 6269. 

Include many-body effects due to polarization into the force field.

Representative sampling of the QM force field is a non-
trivial task for non-pairwise additive potentials!
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FIGURE III.2. The Lennard-Jones potential (solid line) and its
harmonic approximation (dashed line) for � = 1 and ⇥ = 1.

These parameters correspond to those used by Rahman in [12]. The simulation
has been performed with a time step of �t = 10 fs (1 fs = 10�15 s), storing 8200
consecutive configurations of positions and velocities for later analysis. The to-
tal length of the recorded trajectory corresponds thus to 82 ps (1 ps = 10�12 s).
The simulation was set up with a kinetic energy corresponding to T = 94.4 K
(K is the temperature in Kelvin), using an equilibration period of 10000 sim-
ulation steps, prior to the production run of 8200 steps. The final average
temperature of the recorded trajectory was T = 95.5 K. To assign a tempera-
ture to a given configuration n one uses the relation between the instantaneous
temperature and the kinetic energy, which is given by

T (n) =
1

(3N � 3)kB

N�

�=1

1

2
m�v

2
�(n)

⌅ ⇤⇥ ⇧
Ekin

. (III.9)

The simulation temperature is obtaines by averaging over the trajectory,

T =
1

Nt

Nt�1�

n=0

T (n). (III.10)

Here and in the following Nt denotes the number of configurations in the
simulation trajectory, which may be different from the number of simulation
steps. Usually not all simulation steps are used for further analysis. In defi-
nition (III.9) only 3N � 3 degrees of freedom are used, and not 3N , since the

60 3. DIFFUSIVE MOTIONS IN SIMPLE LIQUIDS

consider a simple harmonic oscillator, the latter apply if the spacing of the vi-
brational energy levels is much smaller than the thermal energy kBT ,

�⇧0 ⌅ kBT (III.6)

Here ⇧0 is the angular frequency of the oscillator. Given any potential with a
local minimum, we can estimate ⇧0 from the vibrational frequency in the local
minimum, which is obtained from a Taylor expansion of the potential around
the local minimum. For the Lennard-Jones potential we have for example

ULJ(r) = 4�

⇤⇧⌅

r

⌃12

�
⇧⌅

r

⌃6
⌅
⇤ �� +

18 · 22/3�
�
r � r0

⇥2

⌅2
, (III.7)

where r0 = 21/6⌅ locates the minimum of ULJ . The Lennard-Jones potential
and its harmonic approximation are shown in Fig. III.2. Apart from a constant,
the approximation has thus the form U(x) = 1

2Kx2, where x = r � r0 and K

is a force constant. Using the relation ⇧0 =
⌥

K/µ for a classical harmonic
oscillator we obtain here

⇧0 =

�
18 · 22/3�

µ⌅2
,

where µ = M/2 is the reduced mass of two atoms with identical mass M .
In the case of liquid argon argon, which is discussed below, one finds for a
temperature of T = 94.4 K that �⇧0 = 0.4 kBT , if one uses the same Lennard
Jones potential as Rahman in his simulation of liquid argon [12]. In this case
the classical approximation is thus reasonably well justified.

It must be emphasised that the above verification of the validity of the clas-
sical approximation is based on a local harmonic approximation of the simula-
tion potential. One could also convert relation (III.6) into a frequency condition
for a given temperature,

⇤ ⌅ kBT

h
(III.8)

where h is Planck’s constant and ⇤ are the frequencies present in the system.
The latter are, however, not necessarily due to harmonic vibrations, and in this
case condition (III.8) is not on safe grounds since. In the case of liquid argon
one finds for example ⇤ ⌅ 0.56 THz. Looking at the spectrum of the velocity
autocorrelation function shown in Fig. III.4 shows that condition III.8 is not
well fulfilled.

1.4. Liquid argon revisited. Let us now study some results obtained from
a simulation of 1000 argon atoms in the liquid state. The simulation has been
performed in a cubic box of 3.441 nm (1 nm = 10�9 m), which is depicted
in Fig.III.1. using the microcanonical ensemble, where the number of parti-
cles N , the total energy E and the volume are fixed. The interactions were de-
scribed by a Lennard-Jones potential with � = 0.99773 kJ/mol and ⌅ = 0.34 nm.
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consider a simple harmonic oscillator, the latter apply if the spacing of the vi-
brational energy levels is much smaller than the thermal energy kBT ,

�⇧0 ⌅ kBT (III.6)
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where µ = M/2 is the reduced mass of two atoms with identical mass M .
In the case of liquid argon argon, which is discussed below, one finds for a
temperature of T = 94.4 K that �⇧0 = 0.4 kBT , if one uses the same Lennard
Jones potential as Rahman in his simulation of liquid argon [12]. In this case
the classical approximation is thus reasonably well justified.

It must be emphasised that the above verification of the validity of the clas-
sical approximation is based on a local harmonic approximation of the simula-
tion potential. One could also convert relation (III.6) into a frequency condition
for a given temperature,
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where h is Planck’s constant and ⇤ are the frequencies present in the system.
The latter are, however, not necessarily due to harmonic vibrations, and in this
case condition (III.8) is not on safe grounds since. In the case of liquid argon
one finds for example ⇤ ⌅ 0.56 THz. Looking at the spectrum of the velocity
autocorrelation function shown in Fig. III.4 shows that condition III.8 is not
well fulfilled.

1.4. Liquid argon revisited. Let us now study some results obtained from
a simulation of 1000 argon atoms in the liquid state. The simulation has been
performed in a cubic box of 3.441 nm (1 nm = 10�9 m), which is depicted
in Fig.III.1. using the microcanonical ensemble, where the number of parti-
cles N , the total energy E and the volume are fixed. The interactions were de-
scribed by a Lennard-Jones potential with � = 0.99773 kJ/mol and ⌅ = 0.34 nm.

T = 94.4 K

Argon :

Harmonic 
approximation

The limit of classical MD
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For macromolecules like proteins only a small part of the motional frequency 
spectrum is accessible to classical MD! DOS pour le lysozyme

0 20 40 60 80 100
frequency [THz]

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

D
O

S 
[n

m
2 /p

s]
 

0 1 2 3 4 5
0

0.002

0.004

0.006

1 Lys dans 3403 molécules H2O (Amber94/TIP3P).
JDN12, Praz / Arly, mai 2004 – p.18/77



Conducting MD simulations
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Integration algorithms
Verlet:

Only the positions are used.

Ri(t +�t) 2Ri(t)�Ri(t��t) +
�t

2

Mi

Fi(t).

Accelerations and valocities are approximated by

Ṙi ⇡
Ri(t +�t)�Ri(t��t)

2�t
,

R̈i ⇡
Ri(t +�t)� 2Ri(t) +Ri(t��t)

�t2
.

Some integration algorithms

Stable, but velocities are constructed a posteriori and velocity-dependent 
forces cannot be treated.
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Velocities at t = n�t
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“Leap-frog”:

Velocities and positions are used.

Vi(t +�t/2)  Vi(t��t/2) +
�t

Mi

Fi(t)

Ri(t +�t)  Ri(t) +Vi(t +�t/2)

“Velocity-Verlet”:

Again velocities and positions are used.

Ri(t +�t)  Ri(t) +Vi(t)�t

Vi(t +�t)  Vi(t) +
�t

Mi

✓
Fi(t +�t) + Fi(t)

2

◆

Velocities and positions are available at the same time.
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Geometric constraints
Goal: ”Freeze” the fastest movements, such as the vibrations of the

bonds, in order to allow the use of longer integration steps.

Holonomic constraints

It is required that

�
↵(R, t) = 0, ↵ = 1 . . . l,

where R = (RT

1 , . . . ,R
T

N
)T . An example of a constraint is a fixed

bond length:
�(R, t) := (R1 �R2)

2
� l

2
12 ⌘ 0.



Freeze fast N-H and O-H bond vibrations

Frequency spectrum of a protein

The time step can increased from 
1 fs to 2 fs.
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Lagrangian mechanics without constraints

With the Lagrange function

L =
1

2
Ṙ

T
·M · Ṙ� U(R) ,

we obtain the equations of motion by postulating that the variation

S =
Z

t1

t0

dtL(Ṙ,R, t) = Min.

for the true trajectory. This gives

�S =
Z

t1

t0

dt �RT
·

✓
d

dt

@L

@Ṙ
�

@L

@R

◆
= 0.

Without constraints the variations �R are arbitrary and

d

dt

@L

@Ṙ
=

@L

@R
=) M · R̈ = �

@U

@R
⌘ f .
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Lagrange mechanics with holonomic constraints

Since
�
↵(R0 + �R, t)� �

↵(R0, t) = 0

for a differential variation, it follows that

A·�R = 0, A
↵

i
=

@�
↵

@ri
.

The allowed variations are in the nullspace of A, �R 2 Vk. We know
that

�S =
Z

t1

t0

dt �RT

|{z}
2Vk

·

✓
d

dt

@L

@Ṙ
�

@L

@R

◆

| {z }
2V?

= 0.

Therefore
M · R̈ = f + z , z = A

Tµ 2 V?.

Here z is the constraint force, and µ = (µ1, . . . , µl)T contains the La-
grangian parameters.



Avoid “melting” of rigid structures due to numerical errors
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The SHAKE algorithm

For the computation of the µk parameters J.-P. RYCKAERT et al. have
proposed the SHAKE algorithm which guarantees that the constraints
are verified in the presence of unavoidable numerical errors.1 In the
Verlet integration scheme one writes

Rn+1 = R
(0)
n+1 +�t

2
M

�1
·A

T (Rn) · µn
,

where R(0)
n+1 is the new position without the presence of constraints

R
(0)
n+1 = 2Rn �Rn�1 +�t

2
M

�1
· f(Rn).

We require that the constraints are exactly verified for the new posi-
tions,

�(Rn+1) = 0 , où � := (�1
, . . . , �

l)T .

Remark: In the Verlet scheme one should compute the µ↵

from �(Rn) = 0.

1Ryckaert, J.-P., G. Ciccotti and H.J.C. Berendsen. J. Comp. Phys., 23:327-341, 1977.

 Lagrange parameters to be determined
 from the constraints

18574 citations
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Implementation of SHAKE:

1. Given R
(0)
n+1, compute �↵(R(0)

n+1), and initialize j = 0.

2. Compute dj
↵
= �t

2
⇣
A(R(j)

n+1) ·M
�1

·A
T (Rn)

⌘

↵↵

3. Compute the estimations µ(j)
↵

= ��
↵(R(j)

n+1)/d
j

↵

4. Compute corrected estimations
R

(j+1)
n+1 = R

(j)
n+1 +�t

2
M

�1
·A

T (Rn) · µ(j)

5. Compute �
↵(R(j+1)

n+1 ) and verify that |�↵(R(j+1)
n+1 )|  ✏ for all

constraints

for all the constraints. If the result is OK, stop. Otherwise,
start over with 2

Here ✏ is a tolerance parameter. We notice that the constraints are
considered independent in the computation of µ(j)

↵
estimates.



Simulate open thermodynamic systems
Scale the velocities to 
adjust the temperature 
(NVT ensemble)

Scale the positions to 
adjust the pressure 
(NpH ensemble)
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In the molecular dynamics simulation method for fluids. the equations of motion for a collection of 
particles in a fixed volume are solved numerically. The energy. volume, and number of particles are 
constant for a particular simulation, and it is assumed that time averages of properties of the simulated 
fluid are equal to microcanonical ensemble averages of the same properties. In some situations, it is 
desirable to perform simulations of a fluid for particular values of temperature and/or pressure or under 
conditions in which the energy and volume of the fluid can fluctuate. This paper proposes and discusses 
three methods for performing molecular dynamics simulations under conditions of constant temperature 
and/or pressure, rather than constant energy and volume. For these three methods, it is shown that time 
averages of properties of the simulated fluid are equal to averages over the isoenthalpic-isobaric, 
canonical, and isothermal-isobaric ensembles. Each method is a way of describing the dynamics of a 
certain number of particles in a volume element of a fluid while taking into account the influence of 
surrounding particles in changing the energy and/or density of the simulated volume element. The 
influence of the surroundings is taken into account without introducing unwanted surface effects. 
Examples of situations where these methods may be useful are discussed. 

I. INTRODUCTION 
Molecular dynamics and Monte Carlo methods have 

become important tools for the study of fluids. 1.2 They 
have been used to study the equilibrium and transport 
properties of model atomic liquids, such as the hard-
sphere fluid,3 the Lennard-Jones fluid, 4 and models for 
molecular liquids. 5 

The Monte Carlo method, as developed by MetropoliS 
et ai. 6 and extended in various ways, 1 (a),<b) is a proce-
dure for evaluating configuration space equilibrium 
averages for constant temperature ensembles, such as 
the canonical ensemble and the isothermal-isobaric 
ensemble. In the canonical ensemble, the temperature 
T, volume V; and number of particles N are specified 
in advance, and an algorithm is used to generate a se-
quence of configurations. The average of any property 
over this sequence is an approximation to the measured 
value of that property for the thermodynamic state with 
the specified values of N, V, and T. Similarly, for the 
isothermal-isobaric ensemble, N, the pressure P, and 
T are specified in advance, and properties are aver-
aged over a sequence of generated configurations. 

In the molecular dynamics method, the Newtonian 
equations of motion of a set of N particles in volume V 
are solved numerically. The total energy E of the sys-
tem is conserved as the system moves along its tra-
jectory. The average of any property over the tra-
jectory is an approximation to the measured value of 
that property for the thermodynamic state with the spe-
cified values of N, V, and E. Such an average is 
equivalent to an average over a microcanonical ensem-
ble if the trajectory passes through all parts of phase 
space that have the specified energy. 

a) This work was supported by the NSF-MRL Program through 
the Center for Materials Research at Stanford University and 
by the National Science Foundation through grant CHE78-
09317. 

In some situations it is desirable to perform simula-
tions at constant temperature and/or pressure. For 
example, in studying dilute solutions, it is worthwhile 
to simulate both the pure solvent and the dilute solution 
at the same temperature and pressure. This corre-
sponds to the usual experimental situation in which par-
tial molar quantities of the solute are measured, and 
the comparison of calculated results with experiment is 
facilitated. 5

(b) Also, in studies of the glass transition 
in atomic fluids, it is helpful to be able to manipulate 
the pressure and temperature of the surroundings of the 
fluid being simulated. 4(d) To achieve isothermal and/or 
isobaric conditions, with the appropriate energy and/or 
volume fluctuations, it has been necessary to use Monte 
Carlo methods, rather than molecular dynamics. An 
advantage of the molecular dynamiCS method, over the 
Monte Carlo method, is that molecular dynamiCS gives 
information about the time dependence and magnitude of 
fluctuations of position and momentum variables away 
from their equilibrium values, while Monte Carlo deals 
only with position variables and gives no information 
about the time dependence of fluctuations. Thus, in 
order to be able to specify the temperature and/or pres-
sure of a simulation, it has been necessary to use the 
Monte Carlo method and thereby forgo the possibility of 
obtaining dynamical information from the same simula-
tion. 

The object of this paper is to present and discuss mo-
lecular dynamics methods for simulating a fluid sub-
ject to a constant pressure, constant temperature, or 
constant temperature and pressure. The trajectory 
averages for these three types of simulations corre-
spond to averages over the isoenthalpic-isobaric, 
canonical, and isothermal-isobaric ensembles, respec-
tively. These methods have the advantages of isother-
mal and/or isobaric simulation without sacrifiCing a 
dynamical description of the fluid. 

A molecular dynamics calculation can simulate the 
motion of only a small number of particles (typically, 
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Three recently proposed constant temperature molecular dynamics methods by: (i) Nose (Mol. 
Phys., to be published); (ii) Hoover et al. [Phys. Rev. Lett. 48, 1818 (1982)], and Evans and Morriss 
[Chem. Phys. 77, 63 (1983)]; and (iii) Haile and Gupta [J. Chem. Phys. 79, 3067 (1983)] are 
examined analytically via calculating the equilibrium distribution functions and comparing them 
with that ofthe canonical ensemble. Except for effects due to momentum and angular momentum 
conservation, method (i) yields the rigorous canonical distribution in both momentum and 
coordinate space. Method (ii) can be made rigorous in coordinate space, and can be derived from 
method (i) by imposing a specific constraint. Method (iii) is not rigorous and gives a deviation of 
order N -1/2 from the canonical distribution (N the number of particles). The results for the 
constant temperature-constant pressure ensemble are similar to the canonical ensemble case. 

I. INTRODUCTION 
Recently, the extension of molecular dynamics (MD) 

methods to treat ensembles other than the traditional micro-
canonical ensemble has attracted considerable attention. 

The constant pressure MD method, first introduced by 
Andersen I and subsequently extended by Parrinello and 
Rahman2-4 to allow for changes of the MD cell shape, has 
demonstrated its usefulness in applications to structural 
changes in the solid state.2-9 Recently, Heyes lO employed a 
similar approach to that of Anderson but used real variables 
instead of the scaled variables. l-4 A constant pressure MD 
method based on nonequilibrium MD technique was also 
proposed by Hoover et al. II 

Several constant temperature MD methods have been 
proposed. The purpose of the present article is to examine 
and compare these methods and to establish a unified for-
malism for their derivation. Emphasis is placed on the static 
properties and on the equilibrium distribution function. 

The earliest method for the constant temperature MD 
is a momentum scaling procedure, in which the velocities of 
the particles are scaled at each time step to maintain the total 
kinetic energy at a constant value. 12 This method has been 
used without demonstrated justification. Haile and Gupta 13 

discussed how to add the constraint of constant kinetic ener-
gy to the equations of motion. As a special case, they pro-
posed a constraint method based on a momentum scaling 
procedure. This is a refinement of the earlier method. It will 
be shown in Sec. III C that the equilibrium distribution func-
tion in the momentum scaling method deviates from the ca-
nonical distribution by order N - 1/2 (N the number of parti-
cles). 

Anderson l proposed a hybrid ofMD and Monte Carlo 
methods. In his approach, the particles change their veloc-
ities by stochastic collisions. The distribution of the veloc-
ities of the particles that collided is chosen to reproduce the 
canonical ensemble. Because of the sudden change of the 
velocities by collisions, the trajectory in the phase space is 
discontinuous. 

-) Present address: Department of Physics. Faculty of Science and Technol· 
ogy, Keio University, 3-14-\ Hiyoshi, Kohoku-ku, Yokohama 223. Japan. 

Hoover et al. 14•15 and Evans l6 proposed a constraint 
MD method which was derived from a nonequilibrium MD 
formulation. 17.18 This method will be called the HLME 
method hereafter. 

In this method, an additional term - aPi is added to 
the force term in Eq. (1.2) (qi> coordinate; Pi> momentum of 
particle i), 

dqi - = p./m., (Ll) dt I I 

dpi ar/J 
-= ---ap·. (1.2) 
dt aqi I 

Consequently, the equations are no longer in a canonical 
form. The parameter a is determined from the requirement 
that the total kinetic energy is constant, 

or 

dpi +- I dt I 

Thus, we get 

(1.3) 

(1.4) 

(1.5) 

This method can produce the canonical distribution in coor-
dinate space if we set g = 3N - 1, where N is the number of 
particles (in the original papers 14. 16 g = 3N). Further, in Sec. 
III B, it will be shown that the HLME equations are derived 
from the extended system (ES) method 19 by imposing a parti-
cular constraint. 

The extended system method by Nosel9 introduced an 
additional degree of freedom s, which acts as an external 
system for the physical system of N particles. Ifwe choose an 
appropriate potential gkT In s, for the variable s, the equilib-
rium distribution function, projected onto the physical sys-
tem from the extended system of the particles and the vari-
able s, is exactly that of the canonical ensemble. The 
parameter g is an integer, essentially equal to the number of 
degrees of freedom in the physical system, but the exact val-
ue depends on the particular procedure. 
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Coupling all degrees of freedom to heat and pressure baths

G. R. Kneller*
Institut für Theoretische Physik A, Rheinisch-Westfälische Technische Hochschule Aachen,

Templergraben 55, D-52056 Aachen, Germany
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We derive the equations of motion for partially rigid molecules in the isothermal-isobaric N-P-T ensemble.
The extended system method introduced by Andersen @J. Chem. Phys. 72, 2384 ~1980!# and Nosé @J. Chem.
Phys. 81, 511 ~1984!# is generalized to the case of discrete mechanical systems subject to geometrical con-
straints. In our approach all available degrees of freedom are coupled to both the heat and the pressure bath. In
this way we take into account that partially rigid molecules can adapt their conformation to volume fluctuations
without violating intramolecular constraints. Using projector techniques and Dirac’s theory of constrained
Hamiltonian dynamics, we derive the equations of motion in Cartesian coordinates and extend the generalized
Euler equations for linked rigid bodies @G. R. Kneller and K. Hinsen, Phys. Rev. E 50, 1559 ~1994!# to the case
of N-P-T dynamics. We prove that the trajectories generated by our equations of motion correspond to the
desired N-P-T ensemble. @S1063-651X~96!12711-2#

PACS number~s!: 03.20.1i, 02.70.2c

I. INTRODUCTION

Andersen introduced the ‘‘extended system method’’ in
order to perform molecular-dynamics ~MD! simulations in
the isobaric-isoenthalpic N-P-H ensemble @1# ~N , P , and H
denote constant particle number, constant pressure, and con-
stant enthalpy, respectively!. Here the pressure bath is de-
scribed by an additional dynamical variable, and the dynam-
ics of the whole system, i.e., the physical system plus the
additional variable, is described in the framework of Hamil-
tonian mechanics. The introduction of the extended system
method was an important step in the history of computer
simulations since completely deterministic MD simulations
could now be performed in other ensembles than the ‘‘natu-
ral’’ microcanonical N-V-E ensemble, in which the volume
V and the total energy E are constants. Nosé showed that the
extended system method allows as well the generation of
trajectories corresponding to the canonical N-V-T ensemble
~T is the temperature! and the isothermal-isobaric N-P-T
ensemble, which is appropriate for most experimental situa-
tions @2#. In @1# Andersen treated also the case of the N-P-T
ensemble, but the temperature was controlled by a stochastic
method. The original extended system method was designed
for simulations of simple liquids. Later Ryckaert, Ciccotti,
and Ferrario presented extensions for simulations of molecu-
lar liquids @3–7#. The idea was to preserve the correctness of
the simulated ensembles in the presence of geometrical con-
straints. The generalization of Anderson’s method for sys-
tems subject to holonomic constraints is not straightforward

since the latter are destroyed by the space scaling method
that is used to adjust the pressure. Ryckaert, Ciccotti, and
Ferrario circumvented this problem by coupling Andersen’s
pressure bath only to the center-of-mass positions of the mol-
ecules. Since velocity scaling does not affect holonomic con-
straints, it is easy to implement the Nosé thermostat in a
simulation program for partially rigid molecules such that all
degrees of freedom couple to the temperature bath. This is
also desirable for Andersen’s barostat since the local re-
sponse of the system due to pressure steering is kept as small
as possible in this way.
In principle, a general and elegant method to combine

thermodynamic and geometrical constraints is offered by
Gauss’s principle of least constraint @8–12#. In contrast to
Hamilton’s variational principle of mechanics, Gauss’s prin-
ciple is a time-local minimum principle for the accelerations
of the particles, which can be derived from d’Alembert’s
principle of virtual displacements. The proof is given by
Gauss in his original article @8#. His idea was to formulate
constrained mechanics as a least-squares problem. Evans
et al. recognized the value of Gauss’s principle to set up
equations of motion for arbitrary position and velocity-
dependent constraints. The latter cannot be properly handled
in the framework of Hamiltonian mechanics @13#. Gauss’s
principle allows, for instance, one to construct a thermostat
by fixing the kinetic energy or to impose an average particle
flow describing a nonequilibrium system @14#. One can as
well impose constant pressure and constant temperature @15#.
For an overview see also @16# and @17#. The combination of
geometrical constraints with a Gauss thermostat has been
used in polymer simulations by Edberg, Evans, and Morriss
@18#. Here the thermostat was coupled only to the centers of
mass of the molecules, but not to all atomic degrees of free-
dom, which is possible as well, but complicates the equations

*Electronic address: g.kneller@kfa-juelich.de
†Electronic address: thomas@bionm1.biochem.rwth-aachen.de
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Combine geometric and 
thermodynamic constraints

The extended system approach

Extended system = physical system + thermostat and/or barostat
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Simulations in the NV T ensemble
Extended system

We define a “virtual” dynamic system of N particles having virtual
positions ⇢

i
and virtual velocities ⇢̇

i
. The relation to the “real” sys-

tem is given by

ri = ⇢
i
,

ṙi = s⇢̇
i
.

Lagrange function

Le =
X

i

1

2
mis

2⇢̇2
i
� U(⇢1, . . . ,⇢N

) +
1

2
Msṡ

2
� gkBT ln s .

Ms is a fictitious ”mass” for s, and g is still to be determined.
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Hamilton function

He =
X

i

⇡2
i

2mis
2
+ U(⇢1, . . . ,⇢N

)

| {z }
H(⇡,⇢)

+
p
2
s

2Ms

+ gkBT ln s .

Partition function

!e(NV E) =
1

N !

Z +1

�1

dps

Z
1

0
ds

Z

R3N

d
3N
⇡

Z

V

d
3N
⇢ �(E �He)

=
1

g

✓
2⇡Ms

kBT

◆1/2

exp


E

kBT

�
· Zc(N, V, T ) .

Here Zc(N, V, T ) is the partition function of the canonical ensemble:

Zc(N, V, T ) =
1

N !

Z

R3N

d
3N
⇡

Z

V

d
3N
⇢ exp


�
H(⇡,⇢)

kBT

�
.



Equations of motion for virtual and physical variables
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Hamilton equations for the virtual variables

⇢̇
i
=

@He

@⇡i

=
⇡i

mis
2

⇡̇i = �
@He

@⇢
i

= �
@U

@⇢
i

ṡ =
@He

@ps
=

ps

Ms

⇡̇s = �
@He

@s
=

X

i

⇡2
i

mis
3
�

gkBT

s
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Equations of motion for the physical variables

We use that
s
d

d⌧
=

d

dt
,

where ⌧ is the ”virtual” time. This gives

ṙi =
pi

mi

ṗi = �
@U

@ri
� ⇣pi

⇣̇ =
1

Ms

 
X

i

p
2
i

mi

� gkBT

!

We choose g = 3N . The variable ⇣ plays the role of a “friction con-
stant” which can be positive or negative.
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Simulations in the NpT ensemble
Extended system

virtual real relation
Q V Q = V

⇡Q pV
⇡Q

s
= pV

s S s = S

⇡s pS
⇡s

s
= ps

⇢ r Q
1/3⇢ = r

⇡ p
⇡
Q

1
3 s
= p

d⌧ dt
d⌧

s
= dt
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Lagrange function

Le =
X

i

miQ
2/3
s
2

2
⇢̇2
i
� U(Q1/3⇢1, . . . , Q

1/3⇢
N
)

+
1

2
M

Q
s
2
Q̇

2
� PextQ +

1

2
Msṡ

2
� gkBT ln s .

M
Q

and Ms are the fictitious ”masses” for Q and s, respectively, and
Pext is the desired pressure.

Hamilton function

He =
X

i

⇡2
i

2Q2/3mis
2
+ U(Q1/3⇢1, . . . , Q

1/3⇢
N
)

+
1

2M
Q
s2
p
2
Q
+ PextQ +

1

2Ms

p
2
s
+ gkBT ln s .
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Partition function
Here we have

!e(NV E) =
1

N !

Z +1

�1
dpQ

Z 1

0
dQ

Z +1

�1
dps

Z 1

0
ds

Z

R3N

d
3N

⇡

Z

V
d
3N

⇢ �(E �He)

=
1

g

✓
4⇡2MsMQ

kBT

◆1/2

exp


E

kBT

�
· Zc(N, p, T ) .

Zc(N, p, T ) is the partition function of the NpT ensemble:

Zc(N, p, T ) =
1

N !

Z
1

0
dV

Z

R3N

d
3N
⇡

Z

V

d
3N
⇢ exp


�
H(⇡,⇢) + PextV

kBT

�
.
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Equations of motion for physical variables:

In the following we replace the indices “Q” by “V ”.

ṙi =
V̇

3V
ri +

pi

mi

ṗi = �
@U

@ri
�

V̇

3V
pi � ⇣pi

V̇ =
p

V

M
V

ṗ
V

= �Pext +
1

3V

(
X

i

✓
p
2
i

mi

� ri ·
@U

@ri

◆)

⇣̇ =
1

Ms

 
X

i

p
2
i

mi

� gkBT

!
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In molecular dynamics (MD) simulations the need often arises to maintain such parameters as 
temperature or pressure rather than energy and volume, or to impose gradients for studying 
transport properties in nonequilibrium MD. A method is described to realize coupling to an 
external bath with constant temperature or pressure with adjustable time constants for the 
coupling. The method is easily extendable to other variables and to gradients, and can be applied 
also to polyatomic molecules involving internal constraints. The influence of coupling time 
constants on dynamical variables is evaluated. A leap-frog algorithm is presented for the general 
case involving constraints with coupling to both a constant temperature and a constant pressure 
bath. 

I. INTRODUCTION 
The computer simulation method of molecular dynam-

ics (MD) has become an important tool in the study of dyna-
mical properties of liquids, molecular solutions, and macro-
molecules. The usual isochoric and adiabatic simulations 
solving Newton's equations of motion at constant volume 
cannot be used if dissipative nonequilibrium systems are 
studied (e.g., to obtain transport properties). Also in equilib-
rium simulations, especially if long range interactions are 
involved and a potential truncated at a cutoff radius is used, 
unavoidable slow drifts occur that need corrections. The in-
terest to study properties as a function of temperature and 
pressure is much more extensive than the interest to use vol-
ume and energy as the independent variables. Therefore, ei-
ther as a matter of necessity or convenience, the availability 
of methods for constant temperature and/or pressure dy-
namics is of great practical significance. 

Various methods to impose external constraints on MD 
have been proposed and applied. Velocity scaling to correct 
for thermal drift has been common practice, usually rescal-
ing as infrequently as possible to minimize influence on the 
trajectories. Velocity rescaling per step in order to exactly 
maintain a reference temperature was employed by Wood-
cock, I Evans,2 and Schneider and Stoll.3 The latter tested 
this procedure on an exactly solvable system of 3200 coupled 
harmonic oscillators and found the influence on dynamical 
properties (frequencies and damping constants) to be negligi-
ble. Andersen4 proposed a Maxwellian rethermalization 
procedure by stochastic collisions. This method has been 
applied by Tanaka et al.5 Ciccotti and Tenenbaum6 imposed 
a thermal gradient by Maxwellian thermalization at two 
boundaries. Finally, Schneider and StoW and Hiwatari et 
al.8 applied stochastic coupling to a heat bath using a Lange-
vin equation. This procedure mimics frequent collisions with 
much lighter particles that have a Maxwellian velocity dis-
tribution at a given reference temperature. 

For constraining pressure, Andersen4 proposed a La-
grangian in which the volume V acts as an additional vari-
able, introducingp V as an additional potential term into the 

0) Pennanent address: Department of Chemistry. University of Rome (La 
Sapienza). p. Ie A. Moro 5. 00185 Rome. 

Lagrangian. The equations of motion lead to a coordinate 
and concomitant volume scaling, the new variable V acting 
as the coordinate of a "piston" subject to an external con-
stant reference pressure. The "mass" of the piston is an ad-
justable parameter. The method was implemented by Haile 
and Graben9 and used to evaluate the influence of the piston 
mass, simulating a Lennard-Jones fluid. Static properties ap-
pear to correspond closely to (N, V, E) simulations, but dy-
namic properties were not tested. Brownlo reformulated the 
algorithm to keep Cartesian coordinates, suitable for polya-
tomic molecules, while Ryckaert and Ciccotti ll adapted the 
method to polyatomic molecules including holonomic con-
straints. Parinello and Rahmanl2,13 extended the method to 
include the full pressure tensor and allowing both shape and 
volume of the periodic cell to respond to the pressure tensor. 
Applications to nitrogen and carbon tetrafluoride were re-
ported by Nose and Klein. 14 Recently Andersen's method 
was extended to include long range interactions. 15 

Other constraints or driving fields have been used as 
well, in particular those concerning velocities or strain rates 
in relation to the determination of viscoelastic proper-
ties. 16-18 

The effect of ad hoc rescaling of velocities and coordi-
nates at regular intervals, driven by averages of temperature 
or pressure over the preceding interval, was evaluated by 
Broughton et al. 19 The procedure gives reliable averages but 
contains discontinuous changes at the scaling intervals. 

A method to incorporate constraints of pressure, tem-
perature, or other properties in nonequilibrium dynamics 
into the Hamiltonian by the use of the Doll's tensor has been 
introduced both by Hoover et aUO,21 and Evans22 (the 
HMLE method). An application of this method to isother-
mal-isobaric MD was described by Evans and Morriss23

: 

Two variables a and E are added to the modified equations of 
motion for position and momenta, which are themselves 
functions of positions and momenta. The result is that pres-
sure and total kinetic energy are constants of the motion. 
This method has two disadvantages: First, inaccuracy of the 
algorithm can produce drift in p or T that is not stabilized; 
the reference pressure or temperature does not appear in the 
equations. Secondly, the Hamiltonian does not represent a 
physical system and the extent of the error introduced is not 
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Berendsen thermostat

This thermostat is widely used, in particular for the simulation of biomolecular 
systems, but it does not correspond to a standard thermodynamic ensemble.
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easily evaluated. If it is intended to obtain realistic simula-
tions of physical systems, the use of a nonphysical Hamilton-
ian is questionable, even though mathematically consistent 
equations of motion are obtained. It is interesting, however, 
that the equations of motion are consistent with Gauss' prin-
ciple of least constraint,23 which is an expression of least 
squares local disturbance consistent with a given overall 
constraint. A principle of this kind seems a good general 
guiding principle for any kind of modified dynamics. 

Recently, Haile and GUpta24 have reformulated con-
stant temperature algorithms in terms of a generalized po-
tential or generalized force introduced into modified La-
grangian equations of motion. The generalized potential 
formalism turns out to be equivalent to velocity scaling, 
while the generalized force formalism appears to be identical 
to the HLME method. Application of both methods to a 
Lennard-Jones fluid showed no deviations from microcan-
onical results within the expected statistical and systematic 
errors. 

Finally we note that Brown and Clarke25 have listed 
practical algorithms for several constant temperature and 
pressure molecular dynamic methods. 

Instead of modifying the Hamiltonian we propose a dif-
ferent approach: weak coupling to an external bath, using the 
principle of least local perturbation consistent with the re-
quired global coupling. This approximates the perturbation 
that would occur in an ideal physical nonequilibrium experi-
ment. Moreover, since the coupling strength can be varied, 
the effect of the coupling can be easily evaluated and con-
trolled. 

In Sec. II the principles of the coupling method are dis-
cussed, while in Sec. III explicit algorithms are given, includ-
ing the use of intramolecular holonomic constraints. In Sec. 
IV we evaluate the influence of p,T coupling strength on 
static and dynamic properties ofliquid water. Finally, Sec. V 
discusses the results and applicability of the method. 

II. COUPLING TO AN EXTERNAL BATH 

We first consider coupling of a system to a heat bath 
with fixed reference temperature To. Such a coupling can be 
accomplished by inserting stochastic and friction terms in 
the equations of motion,7 yielding a Langevin equation 

mA = F; - m;y;v; + R (t), (1) 
where F; is the systematic force and R; is a Gaussian stochas-
tic variable with zero mean and with intensity 

(2) 
The damping constants y; determine the strength of the cou-
pling to the bath. This equation corresponds physically to 
frequent collisions with light particles that form an ideal gas 
at temperature To. 

Through the Langevin equation the system couples not 
only globally to a heat bath, but is also locally subjected to 
random noise. If we are interested in imposing the global 
coupling with minimal local disturbance, we should modify 
Eq. (1) such that only the global coupling remains. Let us 
therefore consider how the temperature T of the system be-
haves under the influence of stochastic coupling. For conve-
nience we choose the friction constants to be equal for all 

particles: y; = y. This is a matter of choice; different classes 
of degrees of freedom can in principle be coupled to the bath 
with different friction constants. 

The time dependence of T can be derived from the deri-
vative of the total kinetic energy Ek : 

dE [{ 3N 1 3N 1 }P ] _k = lim L + - L -m;v7(t) iit ,(3) 
dt «11-0 ;=12 ;=12 

where N is the number of particles, and 
= vi(t + - v;(t) 

1 11
+«11 

= - [F;(t') - m;rvi(t') + R;(t ')]dt. 
m; 1 

(4) 

Using the fact that R;(t') is uncorrelated with vi(t) and R;(t) 
for t ' > t and using the relation [from Eq. (2)] 

3N (+«11 (1+«11 

)1 dt' )1 dt" R;(t ')R;(t") = 6NmykT 

(5) 
we obtain 

dE 3N (3N ) __ k = Lv;F; +2y -kTo-Ek . 
dt ;=1 2 

(6) 

The first term on the right-hand side equals minus the time 
derivative of the potential energy; the second term is an addi-
tional term describing the global coupling to the heat bath. 
In terms of temperature this extra term reads 

( dT) = 2y(To - T). 
dt bath 

(7) 

We note that the time constant 7" T of this coupling is equal to 
(2y)-I. 

Returning to Eq. (1), it is clear that the global additional 
temperature coupling [Eq. (7)] is accomplished by the equa-
tions 

(8) 

without adding local stochastic terms, since from Eq. (8) it 
follows that 

dE 3N 
_k = = L v;F; + 3Nyk (To - T), (9) 

dt ;=1 

which is equivalent to Eq. (6) 
Thus we have arrived at Eq. (8) as our modified equa-

tion of motion. It represents a proportional scaling of the 
velocities per time step in the algorithm from v to A.V with (to 
first order) 

/1.=1+---1. 1 (To ) 
2TT T 

(10) 

The change in temperature per step can also be made exactly 
equal to (To - T).Jt ITT' yielding 

(11) 

It is interesting to note that proportional scaling mini-
mizes while is constrained to a given 
value, as can be easily shown using a Lagrange multiplier. 
Thus proportional scaling gives a least squares local distur-
bance satisfying a global constraint. The principle of least 
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ABSTRACT
The article presents a theoretical framework for molecular dynamics simulations of complex systems
subject to any combination of holonomic and non-holonomic constraints. Using the concept of con-
strained inverse matrices both the particle accelerations and the associated constraint forces can be
determined from given external forces and kinematical conditions. The formalism enables in partic-
ular the construction of explicit kinematical conditions which lead to the well-known Nosé–Hoover
type equations of motion for the simulation of non-standard molecular dynamics ensembles. Illus-
trations are given for a few examples and an outline is presented for a numerical implementation of
the method.

1. Introduction

Since many years, classical molecular dynamics (MD)
simulations are an indispensable tool for the investiga-
tion of structural and dynamical properties of condensed
matter systems. Starting with the pioneering MD simula-
tions by Rahman and Verlet [1,2], the simulated systems
rapidly evolved from simple liquids to polymers and
biomolecular systems [3,4]. In this context, constraints
were an important methodological concept to develop
the field of MD simulations. A standard application is the
replacement of fast intramolecular vibrations by bond
constraints, which enables the use of larger time steps
for the iterative integration of the Newtonian equations
of motion [5,6]. New routes for the application of MD
simulations were opened by conceiving constraints for
the simulation of rare events [7,8] and for the sim-
ulation of many particle systems in non-equilibrium

CONTACT Gerald R. Kneller gerald.kneller@cnrs.fr

conditions [9,10]. Thermodynamic constraints, which
have been conceived to simulate non-standard MD
ensembles, such as the canonical and the isobaric-
isothermal ensemble, play here a special role since they
are not defined through explicit kinematical conditions,
but by coupling the physical system to an external heat
and/or pressure reservoir. The method is usually referred
to as ‘extended systems approach’ [11–13]. For this rea-
son, the construction of equations of motion for systems
which are subjected to a combination of thermodynamic
and ‘normal’ constraints remains a difficult task. An
example is the simulation of semi-rigid polymers in
the isobaric or isobaric-isothermal ensemble, where
the bond constraints interfere with the scaling of the
simulation box which is used to adapt the pressure.
The corresponding equations of motions can be derived
within the extended systems approach [14,15], but their
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Use Gauss’ least-constraint principle as a framework for MD simulations in 
presence of holonomic and non-holonomic constraints. 232 18. Ga urs. nelles allgemeines Grund!!;eset:; (Ier 1J1echanik.

18.
Über ein neu es aIJgemeines Grundgesetz der Mechanik.

(Vom Herrn I-Iorr<1thnnd rro!'. Dr. GauJs zn Güttingen.)

Bekanntlich verwandelt das Princip der virtuellen Geschwindigkeiten
die ganze Statik in eine mathematische Aufgabe, und durch Dalem-
bert's Princip für die Dynamik ist diese wiederum auf die Statik zu-
rückgeführt Es liegt daher in der Natur der Sache, dars es kein neues
Grundprincip für die Bewegungs- und Gleiehgewichts-Le11re geben kann,
welches der Materie nach nich t in jenen beiden schon enthalten und aus
ihnen abzuleiten wäre. Inzwischen scheint doch wegen dieses Umstandes
noch nicht jedes neue Princip werlhlos zu werden. Es wird allezeit in-
teressant und lehrreich bleiben, den Naturgesetzen einen neuen vortheil-
haften qesichtspunkt al]zugewinnen, sei es, dafs man aus demseIhen diese
oder jene einzelne Aufgahe leichter auflösen könne, oder dars sich aus
iJlm eine lJCsondere AngcmessenJJ(;,it offenbare. Der grofse GeOJneter,
der das Gehiiude der Mech:'lnik auf dem Grunde des Prineips der virtuel-
len Gesehwindil';keiten, auf eine so gliinzende Art aufgeführI haI, hat es
nicht verschmiiJII, J\ilaupertuis Prineip der kleinsten vVirkung zu grö-
fserer Beslimmlheit und Allgemeinlleit zu erheben, ein Prineip, dessen
man sich zuweilen mit vielem Vortheil bedienen kann ").

Der eigenthümliche Charakter des Prineips der virtuellen Ge-
schwindigkeiten besteht darin, dafs es eine alll!;emeine Formel zur AufJö-
sung aller statischen Aufgaben, und so der Stell,'ertreter aller andern
Principe ist, ohne jedoch das C,'editiv dazu 50 unmilieIhar aufzuweisen,

*) Es sei mir jet!och hicr Jie BemerkunG" erlatihf, (]afs ich dj(~ Art, wie ein anderer SNfser
Geomelcl' versuc!l! hat, 11ur g he n s Cesetz Uir 11ie 311(sefurdcntliche ßn.dllm; des Lichts it! Kr)'-
slal1en wm doppdler DrtdJUnr;. ,.t'rmiUel.~t des Gruuds:llus Jel" klt.insteß \Virkung zu IH'\VI'isen,
nicht 1efri~Jig(!nd linde. In der That ist die Zul:i~sit;l:eit dieses Grundsatzes wesentlich vun arm
der Erhaltung der l4:hendigen Kr.'iflC ahhän::;ig, nach wf'/chem dit~ Gesd1\yindigl,eilen der hcwel;ten
malerif'lIt"n Plln"l~bluf.~ durch ihre PJiitze bcd;ugL wl'rdrn! ohne tbCs die Richtnn:;- der llewegllnr;
Einllufs darauf haben IC:lßIII was doch in dem erwiilmle!1 V~r.mch \'uralJsgt'SI'l7.1wird. E~ ,~chcint
mir, da[5 im Em:mati(Jn;<;.~yslem aJlt' ßemlihnr:igm! uie Erscheinun;;en ,Jer uoppeltt'n Brechung ,111
die illl~emcinrn dynamischt'o Gesf"lzc anzukm'ipfen, so Jange erfulglos bleiben mlissen I ah man Jif'
Lichtlheilchen blo[s wie PUIlI,re h/'lrarhtf"l. A nm. d. Verf.
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Molecular dynamics simulations of open systems can be 
considered as the numerical solution of the Newtonian equations 
of motion of a many-body system in presence of non-holonomic, 
velocity-dependent contraints. 

The constraint forces can be obtained from Gauß’ principle of 
least constraint: 

Set of linear constraints 
for the accelerations
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G(ẍ) =
1

2
kM�1/2 · zk2 = Min., subject to A(x, ẋ, t) · ẍ = b
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M · ẍ = f(x) + z(x, ẋ, t)
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f = 3N � rank(A)

Number of degrees of freedom: 
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ẍ b=A

(a) Matrix structure of Eq. (6).

b=ẍ +A+ ẍ0

(b) Matrix structure of the solution
of Eq (6).

Figure . Linear acceleration constraints. (a) Matrix structure of Equation () and (b) matrix structure of the solution of Equation ().

In the following, the null space of A will be denoted
as N (A) and its orthogonal complement, the row space
of A, asR(A). It follows from the Moore–Penrose condi-
tions (A1) and (A3) that

P = 1 − A+ · A, (13)

Q = A+ · A, (14)

are orthogonal projectors on N (A) and R(A), respec-
tively, and that

P · ẍ = ẍ0, (15)

Q · ẍ = A+ · b. (16)

Equation (8) is thus an orthogonal decomposition of
the acceleration vector into its components in N (A)

andR(A), respectively.

2.3. Equations ofmotion for constrained systems

... General form
The standard form of the equations of motion for a clas-
sical dynamical system is

ẍ(t ) = a(x, ẋ, t ) (17)

which expresses that, for a given time, the particle accel-
erations are uniquely determined by the positions and
velocities. This is not so in constrained systems, where
the particle accelerations are partially determined by the
imposed constraints. Equation (8) may, in fact, be con-
sidered as a partially defined equation of motion, where
the influence of the external forces still needs to be deter-
mined. This point will be discussed in the following.

... Possibly rank deficientmatricesA andM
If the decomposition (8) of the acceleration vector is
inserted into Newton’s equations of motion (2), the lat-
ter will in general not hold since the external force vector
f on the r.h.s of Equation (2) is arbitrary, but the vector
M · ẍ on the l.h.s. is not if constraints are imposed. It fol-
lows, in fact, from Equation (8) that ẍ is composed of a
fixed componentA+ · b, which is determined by the posi-
tions and velocities of all or some particles of the dynam-
ical system, and a component ẍ0, which is constrained
to the null space of A. Therefore, Newton’s equations of
motion must be supplemented by appropriate constraint
forces,

M · (A+ · b+ ẍ0︸ ︷︷ ︸
ẍ

) = f + z, (18)

which are comprised in the vector z. For-
mally,Equation (18) is a linear set of 3N equations
for two vector variables, ẍ0 and z. A necessary and
sufficient condition for the existence of a solution is

z ⊥ ẍ0 ⇔ z ∈ R(A), (19)

and its explicit form has been discussed by Bott and Duf-
fin in the context of linear network theory [21]. Following
their line of thinking, we define the matrix

G = M · P + Q (20)

and the vector

h = f − M · A+ · b, (21)

which define a normal system of linear equations,

G · u = h, (22)
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tions (A1) and (A3) that

P = 1 − A+ · A, (13)
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are orthogonal projectors on N (A) and R(A), respec-
tively, and that

P · ẍ = ẍ0, (15)

Q · ẍ = A+ · b. (16)

Equation (8) is thus an orthogonal decomposition of
the acceleration vector into its components in N (A)

andR(A), respectively.

2.3. Equations ofmotion for constrained systems

... General form
The standard form of the equations of motion for a clas-
sical dynamical system is

ẍ(t ) = a(x, ẋ, t ) (17)

which expresses that, for a given time, the particle accel-
erations are uniquely determined by the positions and
velocities. This is not so in constrained systems, where
the particle accelerations are partially determined by the
imposed constraints. Equation (8) may, in fact, be con-
sidered as a partially defined equation of motion, where
the influence of the external forces still needs to be deter-
mined. This point will be discussed in the following.

... Possibly rank deficientmatricesA andM
If the decomposition (8) of the acceleration vector is
inserted into Newton’s equations of motion (2), the lat-
ter will in general not hold since the external force vector
f on the r.h.s of Equation (2) is arbitrary, but the vector
M · ẍ on the l.h.s. is not if constraints are imposed. It fol-
lows, in fact, from Equation (8) that ẍ is composed of a
fixed componentA+ · b, which is determined by the posi-
tions and velocities of all or some particles of the dynam-
ical system, and a component ẍ0, which is constrained
to the null space of A. Therefore, Newton’s equations of
motion must be supplemented by appropriate constraint
forces,

M · (A+ · b+ ẍ0︸ ︷︷ ︸
ẍ

) = f + z, (18)

which are comprised in the vector z. For-
mally,Equation (18) is a linear set of 3N equations
for two vector variables, ẍ0 and z. A necessary and
sufficient condition for the existence of a solution is

z ⊥ ẍ0 ⇔ z ∈ R(A), (19)

and its explicit form has been discussed by Bott and Duf-
fin in the context of linear network theory [21]. Following
their line of thinking, we define the matrix

G = M · P + Q (20)

and the vector

h = f − M · A+ · b, (21)

which define a normal system of linear equations,

G · u = h, (22)
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A · ẍ0 = 0
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Impose nc linear constraints for 3N accelerations
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A ·A+ · b = b

Constrained accelerations
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<latexit sha1_base64="22cWRUOQ3QS0vG4Ir+DNMwIXdTw=">AAAGB3icjVTbbtNAEB0HDCXc0vLIi0VaFISInKi0vCC1wAOPRSJtpLqJ7PXWtWp7LV+AKs0H8BV8Am+IVz6DP4C/YGayuTSlSR1lPXtmzvFcVuulUZgXtv3bqNy4ad66vXKnevfe/QcPa6tr+7kqMyE7QkUq63puLqMwkZ0iLCLZTTPpxl4kD7zTt+Q/+CSzPFTJx+IslUexGyThcSjcAqF+7ZsTD3aHjvBVgVZ3Yu0On74euZzqnGMazCFdCmnMeZ71HN8NAplZY5npF0bRs4pz0bOufq1uN21+rMtGSxt10M+eWq00wAEfFAgoIQYJCRRoR+BCjr9DaIENKWJHMEAsQytkv4QhVJFbYpTECBfRU1wD3B1qNME9aebMFviVCP8ZMi3YQI7CuAxt+prF/pKVCb1Ke8CalNsZvj2tFSNawAmiy3jjyOvyqJYCjuEV1xBiTSkjVJ3QKiV3hTK3ZqoqUCFFjGwf/RnagpnjPlvMybl26q3L/j8cSSjthY4t4e/C6mgfcTWUo+LpbFwZLXi+tFJmLrzg7vuTqSZofWYs5h4l6BsgHqOfzgT1gvYedsaCOiLDJczgAtfh2Sn4olXoZPiTaViwzprrS1U93bVZ5Yj9gZ4H6ZzznJapLNZYnAf1VmLuU41zZjmsPFZanMW8wv/4i3JQOOXZGk64m4NrTecdznHaybae7xB6vPZxtfHt8Dka3QF02voT9R5bbfoO3kGt+RvnsrHfbra2mlsfNus7b/RttAKP4Qk0UG8bduA97EEHhGEaz41N46X51fxu/jB/jkIrhuY8gguP+esfV8ZLkw==</latexit>

A ·X ·A = A

X ·A ·X = X

(A ·X)† = A ·X
(X ·A)† = X ·A

<latexit sha1_base64="9sSVFRtSw6DUgAVqib8hROIKFEM=">AAAFhHicjVTLbtNQEJ0WXEp5NIUlLCzSSpWAyAlQ2IDKY8GySKSNVDeR7dykVv3CD2jlesPXsIW/4Q/gLzgzvUnTliZ1lOu5Z+Ycz+PqukngZ7ll/Z6bv3bdWLixeHPp1u07d5drK/e2s7hIPdX24iBOO66TqcCPVDv380B1klQ5oRuoHffgPft3vqo08+Poc36UqL3QGUb+wPecHFCv9tAOy071GuvbqvvY/lI4fTtXh3npDwZVr1a3GpY85kWjqY066WcrXplfJ5v6FJNHBYWkKKIcdkAOZfjtUpMsSoDtUQksheWLX1FFS+AWiFKIcIAeYB1it6vRCHvWzITt4SsB/imYJq2BEyMuhc1fM8VfiDKjl2mXosm5HeHtaq0QaE77QGfxRpFX5XEtOQ3oldTgo6ZEEK7O0yqFdIUzNyeqyqGQAGO7D38K2xPmqM+mcDKpnXvriP+PRDLKe0/HFvR3anW8D6QazjGW6axdGu3JfHnlzBx6Kt3vj6cawfomWCg9iuArgYfw85ngXvDeRWdMqgOpZjCHZ7i2zC6mQ63CJ6M/noZJq6K5OlPV1V2bVA7EP9TzYJ1jmdMsleka0/Pg3irkfqpxLCxblEdK07M4r/A//rQcYkx5soZ96WZ5pel8wBxPO9nS862oK2sPq4W3Lefo5A7g09Ybq3fFavF3cAc1z984F43tVqO50dj49Ly++U7fRov0gB7ROvRe0iZ9pC1qI5/v9IN+0i9jwXhiPDNenITOz2nOfTrzGG/+ASxvGaM=</latexit>

X = A+ iff

<latexit sha1_base64="ZHYOwXuq3tt10hZk27tzU7G7+M4=">AAAFgHicjVTLbtNAFL0NGEp5pbBBYmORVsqmwc6iIFYVsGCDFCTSVmrayI9patX2WH4AVRq+hi38D38Af8G5t5M0balTRxnfOfee4/sYjZ/FUVE6zu+lxq3b1p27y/dW7j94+Ohxc/XJdqGrPFD9QMc63/W9QsVRqvplVMZqN8uVl/ix2vGP37F/54vKi0inn8uTTO0n3iiNDqPAKwENm88+ap2rjZ5Kc10oO9BpGLGnGDZbTseRx75quMZokXl6erXRpgGFpCmgihJSlFIJOyaPCvz2yCWHMmD7NAaWw4rEr2hCK+BWiFKI8IAeYx1ht2fQFHvWLIQd4Csx/jmYNq2DoxGXw+av2eKvRJnR67THosm5neDtG60EaElHQBfxppE35XEtJR3Sa6khQk2ZIFxdYFQq6Qpnbs9VVUIhA8Z2CH8OOxDmtM+2cAqpnXvrif+PRDLK+8DEVvS3tjrex1IN56hlOuvXRgcyX145M482pPvhbKoprK+CJdKjFL4x8AR+PhPcC9776IxNLSCTBczRBe5AZqfpm1HhkxHOpmHTmmiuLVT1TdfmlWPxj8w8WOdU5rRIpV6jPg/urULu5xqnwhqI8lSpPovLCv/j1+WgMeX5Go6km+MbTec95njeya6Z74QOZB1idfAeyDk6uwP4tA1n6gdidfk7uIPcyzfOVWO723E3O5ufuq2tt+Y2Wqbn9ILa0HtFW/SBetRHPt/pB/2kX1bDalsvLfcstLFkOE/pwmO9+QdDYReo</latexit>

Moore-Penrose conditions

<latexit sha1_base64="wAwxGiqoxwRmQ7rKT3odIgpgxkI=">AAAFzHicjVRLb9NAEJ4GDCU8msKRy4q4UjgQOUEqPXAojwNcUJFIW6luIz827ir22vIDqFxf+XH8A/4B3LjCiZmp82hLkzrKevab+T7PY7VuEqost6wfK40bN41bt1fvNO/eu/9grbX+cDeLi9STAy8O43TfdTIZKi0HucpDuZ+k0oncUO654zfk3/ss00zF+lN+ksjDyAm0GinPyREatnzblYHSZaS0SpxAVuXz7pYXVc33I2HaUfmqMoXKxKgIQ5E6eiwc7Yt4JHwVSU2qwozsHDeZ0KbomPplZD4VTVtqf6Y5bLWtrsWPuGz0aqMN9bMTrzc6YIMPMXhQQAQSNORoh+BAhr8D6IEFCWKHUCKWoqXYL6GCJnILjJIY4SA6xjXA3UGNatyTZsZsD78S4j9FpoAN5MQYl6JNXxPsL1iZ0Ku0S9ak3E7w7dZaEaI5HCO6jDeJvC6PaslhBFtcg8KaEkaoOq9WKbgrlLmYqypHhQQxsn30p2h7zJz0WTAn49qptw77f3IkobT36tgCfi2sjvYhV0M5xjydjSujPZ4vrZSZA8+4+/50qhqtL4xF3CONvhLxCP10JqgXtHexMwLaiFRLmME5rs2zi+FrrUInw59OQ4DJmuZSVbfu2rxyyP6gngfpnPKclqks1licB/VWYu4zjVNm2aw8UVqcxUWF//EX5RDjlOdrOOZulteazluc46yT/Xq+FRzxOsTVwrfN5+jsDqDTNpyqH7HVp+/gHdS7eONcNnb73d5md/Njv739ur6NVuExPIEO6r2AbXgHOzDAfL7Db/gDf40PRm6URnUW2lipOY/g3GN8+wdPATPb</latexit>

If A is full rank and of
dimension m⇥n (n < m)

<latexit sha1_base64="aYtbscwsC6I9lUL7MRXAYoZyfCc=">AAAFl3icjVTbTttAEB1C3VJ6C/Sp6otFQEqFCHYeaF+qphdVPIJEAAmTyJclWNhey5e2kfFftF/T1/Yj+IP2Lzoz2YQAxcFR1rNn5hzPZbVOHPhpZhgXc7X5e9r9BwsPFx89fvL0WX1peT+VeeKKrisDmRw6dioCPxLdzM8CcRgnwg6dQBw4Zx/Jf/BFJKkvo71sGIvj0B5E/onv2hlC/fqmFRbvy966/lYfWXuW68msyRs2FfyqV2yYpd6vN4yWwY9+0zCV0eisWOvfLzrDHblUa4IFHkhwIYcQBESQoR2ADSn+jsAEA2LEjqFALEHLZ7+AEhaRm2OUwAgb0TNcB7g7UmiEe9JMme3iVwL8J8jUYQ05EuMStOlrOvtzVib0Nu2CNSm3Ib4dpRUimsEporN448i78qiWDE7gDdfgY00xI1Sdq1Ry7gplrk9VlaFCjBjZHvoTtF1mjvusMyfl2qm3Nvv/cCShtHdVbA5/K6ujfcDVUI6Sp7N2a7TL86WVMrNhg7vvTaYaofWVsZB7FKGvQDxEP50J6gXtHeyMDg1EyhnMwRWuxbOT8E2p0MnwJtPQYZU1V2eqOqpr08oB+wdqHqRzznOapVKtUZ0H9VZg7pca58yyWHmsVJ3FdYX/8atykDjl6RpOuZvFnabzCed42cm2mm8JPV77uBr4tvgcje4AOm39iXqPrTZ9B+8g8/qNc9PYb7fMrdbWLl5GH2D0LMBLWIEm6r2GDmzDDnQxnx/wE37Bb+2F9k77rG2PQmtzivMcrjza7j8foyLZ</latexit>

A+ = AT · (A ·AT )�1

<latexit sha1_base64="yvIKIvljTjV14/YlzZE/puoZjRE=">AAAFznicjVRLb9NAEJ4WDCW8UjhyWRFXCgeiJEilJ1QeB7gFibSV6jbyY+2uYq8tPwqVa3Hlx/EH+Adw5QoHZqbOoy1N6ijr2W/m+zyP1TpJqLK82/2xsnrjpnHr9tqdxt179x88bK4/2sniInXl0I3DON1z7EyGSsthrvJQ7iWptCMnlLvO+C35d49lmqlYf8pPEnkQ2YFWvnLtHKFR07ccGShdRkqrxA5kVb7obLlR1fjgC9OKyteVKVQm/CIMRWrrsbC1J2JfeCqSmlSFGVk5bjKhTdE2tXglIvOZaFhSezPVUbPV7XT5EZeNXm20oH4G8fpqGyzwIAYXCohAgoYc7RBsyPC3Dz3oQoLYAZSIpWgp9kuooIHcAqMkRtiIjnENcLdfoxr3pJkx28WvhPhPkSlgAzkxxqVo09cE+wtWJvQq7ZI1KbcTfDu1VoRoDkeILuNNIq/Lo1py8GGLa1BYU8IIVefWKgV3hTIXc1XlqJAgRraH/hRtl5mTPgvmZFw79dZm/0+OJJT2bh1bwK+F1dE+5Goox5ins3FltMvzpZUys+E5d9+bTlWj9ZmxiHuk0VciHqGfzgT1gvYOdkZAC5FqCTM4x7V4djF8qVXoZHjTaQgwWdNcqurUXZtXDtkf1PMgnVOe0zKVxRqL86DeSsx9pnHKLIuVJ0qLs7io8D/+ohxinPJ8DUfczfJa03mHc5x1sl/Pt4JDXke4dvFt8Tk6uwPotI2m6ods9ek7eAf1Lt44l42dfqe32dn82G9tv6lvozV4Ak+hjXovYRvewwCGmM93+A1/4K8xMI6Nyvh6Frq6UnMew7nH+PYPKTE0MQ==</latexit>

If A is full rank and of
dimension m⇥n (n > m)

<latexit sha1_base64="USJuXHo4TJLydtMFPM0eHuq3T5U=">AAAFlnicjVTLbtNQEJ0GDKU8msIGiY3VtFJQ1cjJorABhZdgGaSkrVQ3ke3cplb9kh9A5OYv+jVs4Sf6B/AXnJk4adrSpI5yPffMnON5XF078twkNYzzpdKdu9q9+8sPVh4+evxktbz2dDcJs9hRHSf0wnjfthLluYHqpG7qqf0oVpZve2rPPvnA/r1vKk7cMGinw0gd+tYgcI9cx0oB9co108/fjbpb+hu9OjbbptMPU7FfdvPt+uhi3233yhWjZsijXzfqhVFprptbZ+fNYStcK1XJpD6F5FBGPikKKIXtkUUJfgdUJ4MiYIeUA4thueJXNKIVcDNEKURYQE+wDrA7KNAAe9ZMhO3gKx7+MZg6bYITIi6GzV/TxZ+JMqM3aeeiybkN8bYLLR9oSsdAF/EmkbflcS0pHdFrqcFFTZEgXJ1TqGTSFc5cn6kqhUIEjO0+/DFsR5iTPuvCSaR27q0l/j8SySjvnSI2o79zq+O9J9VwjqFMZ/PGaEfmyytnZtG2dL8/nWoA67tgvvQogC8H7sPPZ4J7wXsbndGpAmS0gDm4xDVldiH9KFT4ZPSn09BpQzQ3FqraRddmlT3xD4p5sM6pzGmRynyN+XlwbxVyv9A4FZYpyhOl+VlcVfgff14OIaY8W8OxdDO/1XQ+Yo4XnWwU8x1RV9YeVgNvU87R+A7g09abqnfFavB3cAfVr944143dRq2+U9v5isvoPY2fZXpB61SF3itq0hdqUQf5nNFP+kW/tefaW+2T9nkcWloqOM/o0qO1/gE8+yKv</latexit>

A+ = (AT ·A)�1 ·AT



Minimisation of the constraint forces with the side constraints

<latexit sha1_base64="Cxbrw/a92KwKe+H/mJ/RTQpAvzg=">AAAFqHicjVTLbtNQEJ0GDCU8msKSjUVaqUIicrIobKqGx4JlkJqmqG4iP25dq7avZV/TFtdfg8SvsGELiD+Av2Bm4qRpQ506yvXcM3POnceV7TjwU2UYv5dqt25rd+4u36vff/Dw0Upj9fFuKrPEEX1HBjLZs61UBH4k+spXgdiLE2GFdiAG9vFb8g8+iST1ZbSjzmJxEFpe5B/6jqUQGjW6ZpibSpwqlsoT4Rb556LYQvh1MdwxHVcq05uPMQM8w7WKYtRoGi2DH33eaJdGc/tbfSv+8qvek6u1DTDBBQkOZBCCgAgU2gFYkOJvH9pgQIzYAeSIJWj57BdQQB25GUYJjLAQPcbVw91+iUa4J82U2Q6eEuA/QaYO68iRGJegTafp7M9YmdDrtHPWpNzO8G2XWiGiCo4QXcSbRN6UR7UoOIRXXIOPNcWMUHVOqZJxVyhzfaYqhQoxYmS76E/Qdpg56bPOnJRrp95a7P/DkYTS3iljM/hbWR3tA66GcpQ8nfVrox2eL62UmQUvuPvudKoRWieMhdyjCH054iH66U5QL2hvY2d0aCJSLGB6l7gmz07CaalCN8OdTkOHNdZcW6hql12bVQ7Y75XzIJ1zntMilWqN6jyotwJzv9A4Z5bJyhOl6iyuKvyPX5WDxCnP1nDE3cxvNJ13OMeLTnbK+RYw5HWEq4Fvk+/R+BtAt200VR+y1aFz8BvUvvrFmTd2O632Zmvzg9HsvoHxswxP4RlsoN5L6MJ76EEf8/kK3+EH/NSeaz1toH0ch9aWSs4TuPRo9j8vOS3/</latexit>

z = AT · �

<latexit sha1_base64="iq/Z67S0ODQEoIRMv630K7jDLWU=">AAAF5HicjVRLb9NAEJ4EDCG8knLkYpFWSg+JnBwKF6QWOHBBKlLTVqqbyI+NY9Uv2WtocfwPkDggJE4c+U9cOcG/YGbipGlLnW6U9cw3M9/OY7Vm5LmJ1LRfleqt28qdu7V79fsPHj563Giu7SdhGltiYIVeGB+aRiI8NxAD6UpPHEaxMHzTEwfmyWuyH3wQceKGwZ48i8SxbziBO3YtQyI0akxV3RNj2db9bCfXLTuUKL3Lh1mnt1B38uGeHrvORG7OIV2KU8mnZ7Gw80x3EPPwWNvI8/xlXVXRycw7ZbTjfNRoaV2Nl3pV6BVCa3vzy6eo9vP7btistkEHG0KwIAUfBAQgUfbAgAR/R9ADDSLEjiFDLEbJZbuAHOoYm6KXQA8D0RPcHdSOCjRAnTgTjrbwFA//MUaqsIExIfrFKNNpKttTZib0Ou6MOSm3M/yaBZePqIQJoqvi5p43jaNaJIzhBdfgYk0RI1SdVbCk3BXKXF2qSiJDhBjJNtpjlC2OnPdZ5ZiEa6feGmz/w56Ekm4Vvin8La2OdI+roRxDns7Gtd4Wz5d2ysyADnffXkw1QOkjYz73KEBbhriPdroT1AvSTeyMCi1E8hWRzoVYnWcXwmnBQjfDXkxDhXXmXF/JahZdW2b22O4U8yCeKc9pFUs5R3ke1FuBuZ9zTDlKZ+Y5U3kWlxn+F1+WQ4hTXq5hwt3MbjSdNzjH8072i/nmMOR9hLuGX53v0ewNoNs2WrAPWerTOfgG9S6/OFeF/X63t9Xdeo+P0SuYrRo8hWfQRr7nsA1vYRcGmM/vSq3SrKwpY+Wz8lX5NnOtVoqYJ3BhKT/+AYfpQq8=</latexit>�
A ·M�1 ·AT

�
· � = b�A ·M�1 · f

The Lagrange multipliers can be determined using the side constraints:

<latexit sha1_base64="SK8HA1hobfJ0k0qYpfrNDid5bxo=">AAAFynicjVRLb9NAEJ4GDCG8UjhysUgrpUKNnBwKF6TyOHAAqUhNW6luIj82jlW/ZK8hwd0bd678An4Lf4F/ABeucGRm4qRpS5NulPXMNzPfzmO1dhL4mTSMHyuVa9e1Gzert2q379y9d7+++mAvi/PUEV0nDuL0wLYyEfiR6EpfBuIgSYUV2oHYt49fkX3/g0gzP4525TgRR6HlRf7AdyyJUL9um64by8IMi5FS+nMdhXeqV2y2lemgwQzEQDYRHKiazusJKi9Ub3di9sLClGIkOZEiFa4qzABPdy2lzNT3hnKj1q83jJbBS78otEuhsb3x5VNS/fZ1J16tNMEEF2JwIIcQBEQgUQ7Aggx/h9AGAxLEjqBALEXJZ7sABTWMzdFLoIeF6DHuHmqHJRqhTpwZRzt4SoD/FCN1WMeYGP1SlOk0ne05MxN6GXfBnJTbGL92yRUiKmGI6LK4qedV46gWCQN4xjX4WFPCCFXnlCw5d4Uy1+eqksiQIEayi/YUZYcjp33WOSbj2qm3Ftt/siehpDulbw6/FlZHesDVUI4xT2f9Um+H50s7ZWbBJnffnU01QukjYyH3KEJbgXiIdroT1AvSbeyMDg1E1JJI70ysybOLYVSy0M1wZ9PQYY0515ay2mXX5pkDtnvlPIjnhOe0jGUxx+I8qLcCcz/lOOEok5mnTIuzOM/wv/hFOcQ45fkahtzN4krTeY1zPO1kp5yvgh7vfdwN/Jp8jyZvAN22/oy9x1KHzsE3qH3+xbko7HVa7a3W1nt8jF7CZFXhETyGJvI9hW14AzvQxXy+w2/4A3+1t1qqjbVi4lpZKWMewpmlff4Hq804zA==</latexit>

ẍ = M�1 ·
�
f +AT · �

�

<latexit sha1_base64="Qs3kD4gNgiu4wYP1x4LaogO50tM=">AAAGnXicjVTbbtNAEB0XCCXcWnhCPGDRVkrVpjgBFV6QWi4SDxSK1JvUbSJ7vUmt+hLZa2jZ7BvfwAtfwyt8AOIP4C+YnThp2tKkjrI7c2bm7FxW63XCIJOO89uauHT5Sunq5LXy9Rs3b92emr6zlSV5ysUmT8Ik3fHcTIRBLDZlIEOx00mFG3mh2PYOXhr79keRZkESb8ijjtiL3HYctALuSoSa09YTFoqWZF0WqTXdUNXao7pm3E8k4RWWx75IvdTlQpEL2SoorqL3QuEaKU+XFxSjfJQX5kIr5qPFxBxqrZvK0XrerqLaMhruhXMqfK0+owtLg/a+nO9trNuo2+Xq+YxEqBsb/fNXB3IbqaU4lEP0LMSG+K7W5edkUmtBrCtjyBeHMyTWPoueb07NOEsOffZZoVYIMyvv733lXx7/Wk+mJyrAwIcEOOQQgYAYJMohuJDhbxdq4EAHsT1QiKUoBWQXoKGMsTl6CfRwET3AtY3aboHGqBvOjKI5nhLiP8VIG+YwJkG/FGVzmk32nJgNeh63Ik6T2xHuXsEVISphH9FxcX3Pi8aZWiS04BnVEGBNHUJMdbxgyakrJnN7qCqJDB3EjOyjPUWZU2S/zzbFZFS76a1L9j/kaVCj88I3h78jqzN6SNWYHBOazty53pzma1aTmQtV6r4/mGqM0ifCIupRjDaFeIR2cydML4zuYWdsmEFEj4lsn4hlNLsEDgsWczP8wTRsmCXO2bGsXtG1YeaQ7O1iHoanS3MaxzKaY3QeprcCcz/m6FIUI+Y+0+gsTjP8L35UDglOebiGfeqmutB0XuEcjztZL+aroUFrE1cHd0b3qPcGmNvWHLA3SKqbc/ANqp1+cc4KW/Wl2vLS8gd8jF5A75uE+/AQKsj3FFbgDazDJnDrm/Xd+mH9LD0ovS69Lb3ruU5YRcxdOPGVtv8BBJKOvA==</latexit>������
M�1/2 ·

0

@M · (A+ · b+ ẍ0)� f| {z }
z

1

A

������

2

� ẍ0
T ·AT · � = Min(ẍ0,�)

Determine the constraint forces from Gauss’ principle

<latexit sha1_base64="G8UWTLDipNPEmWacKTfAT16aFAg=">AAAFmHicjVTLbtNQEJ0GDKW8UpBYwMYirdQNkZNFYYMUChKwaxFpK9Vt5MdtatUv+QGtXP8Gf8EfsAT+gQ1r+AvOTJw0balTR7mee2bO8Tyurh37XpoZxq+5xrXr2o2b87cWbt+5e+9+c/HBZhrliaP6TuRHybZtpcr3QtXPvMxX23GirMD21ZZ9+Jr9W59UknpR+DE7jtVuYA1Db99zrAzQoGmYQfGqNB03ygpT5Arbz1VZmK5AQXFUlgOjLPWXOjZGOWi2jLYhj37R6FRGq/do47f3de37erTYWCGTXIrIoZwCUhRSBtsni1L8dqhDBsXAdqkAlsDyxK+opAVwc0QpRFhAD7EOsdup0BB71kyF7eArPv4JmDotgxMhLoHNX9PFn4syo5dpF6LJuR3jbVdaAdCMDoDO4o0jr8rjWjLapxdSg4eaYkG4OqdSyaUrnLk+VVUGhRgY2y78CWxHmOM+68JJpXburSX+PxLJKO+dKjanv7XV8d6XajjHSKazfGm0I/PllTOz6Jl0351MNYT1WbBAehTCVwAP4Oczwb3gvY3O6NQCUs5gDs9wTZldREeVCp8MdzINnZZEc2mmql11bVrZF/+wmgfrnMicZqnUa9Tnwb1VyP1U40RYpiiPleqzOK/wP35dDhGmPF3DgXSzuNJ03mCOp53sVvMtaU/WAVYDb1PO0egO4NM2mKjvidXl7+AO6py/cS4am912Z7W9uoHLaI1Gzzw9oae0Ar3n1KN3tE595POFvtEP+qk91nraW+39KLQxV3Ee0plH+/APnzMmGg==</latexit>

A · ẍ0 = 0

<latexit sha1_base64="5Yskj4ZnUOvNQtp+YNeL3AGD1vA=">AAAFt3icjVTLbtNAFL0tGEp5NIUlG6tppVQtkZNFgQVSBCzYIIpE2kp1G/kxSazaHmOPocH1X/ArfEzFFiT4C+69mTza0qQTZXxf58x9jMZNwiBTlnW+sHjrtnHn7tK95fsPHj5aqaw+3stknnqi7clQpgeuk4kwiEVbBSoUB0kqnMgNxb578ob8+19EmgUy/qQGiTiKnF4cdAPPUWjqVD7YUfG+tD1fKtvHrUD9tCzNVyYK3bLG6qa5Zdp8VpEKv6SYb9q1bU9A22qz7FSqVt3iZV4VGlqottbsre/nrcGuXF2sgQ0+SPAghwgExKBQDsGBDH+H0AALErQdQYG2FKWA/QJKWEZsjlECIxy0nuDeQ+1QW2PUiTNjtIenhPhPEWnCBmIkxqUo02km+3NmJut13AVzUm4D/LqaK0Krgj5a5+FGkTfFUS0KuvCCawiwpoQtVJ2nWXLuCmVuTlWlkCFBG8k++lOUPUaO+mwyJuPaqbcO+/9wJFlJ93RsDn9nVkd6yNVQjpKns3FttMfzpZ0yc+AZd98fTzVG6SvbIu5RjL4C7RH66U5QL0h3sTMmVNFSzkH2LmBtnp2EU81CN8MfT8OEdeZcn8vq6q5NM4fs7+l5EM8Zz2key2yO2XlQbwXmPuE4Y5TNzCOm2VlcZvgfflYOEqc8XUOfu1ncaDpvcY6TTjb1fEs45r2Du4Vfm+/R8A2g29YZsx+z1KRz8A1qXH5xrgp7zXpjp77zER+j1zBcS/AU1qCGfM+hBe9gF9qYzw/4Cb/gt/HS6Bhdoz8MXVzQmCdwYRmf/wEg1jJm</latexit>

M · ẍ = f(x) + z(x, ẋ, t) and



<latexit sha1_base64="tu8m7zOg8JKLPZhMnTJYZB7cA4Q=">AAAFr3icjVRLb9NAEJ4GDCU8msIBIS4WaaVeiOwglV6QqoIEF1CRkqZS3QR7vUmt2F7LD2jl+ifxX5A4gUBcy79gZuI82tKkjrKe/Wa+z/NYrRP5XpIaxo+lyo2b2q3by3eqd+/df7BSW324l6gsFrItlK/ifcdOpO+Fsp16qS/3o1jagePLjjN8Tf7OZxknngpb6UkkDwN7EHp9T9gpQr3aW93qx7bIzSJvFpar0twK8uOi6LYsgTvcvC9G1tRX1fVXI9aLD8PeTouovVrdaBj86JcNszTq21t/vj3+efZkV61WNsACFxQIyCAACSGkaPtgQ4K/AzDBgAixQ8gRi9Hy2C+hgCpyM4ySGGEjOsR1gLuDEg1xT5oJswV+xcd/jEwd1pGjMC5Gm76msz9jZUKv0s5Zk3I7wbdTagWIpnCE6CLeOPK6PKolhT5scQ0e1hQxQtWJUiXjrlDm+kxVKSpEiJHtoj9GWzBz3GedOQnXTr212X/GkYTSXpSxGfydWx3tfa6GclQ8nfUrowXPl1bKzIbn3H13MtUQrS+MBdyjEH054gH66UxQL2jvYGd0qCNSLGAOznEtnp2C41KFToY7mYYOa6y5tlDVKbs2q+yzf1DOg3ROeU6LVOZrzM+Deisx96nGKbMsVh4rzc/iosL/+PNyUDjl2RqOuJv5tabzBuc47WSznG8BXV57uBr4tvgcje4AOm29iXqXrSZ9B+8g8+KNc9nYazbMzcbmR7yMdmD0LMNTeAYbqPcStuEd7EIb8/kK3+EX/NZMraN1tU+j0MpSyXkE5x7N+wcpbC+R</latexit>

1

2
ẋT ·M · ẋ =

3NkBT

2

Example: Isokinetic ensemble — fixed temperature without fluctuations:

<latexit sha1_base64="wfS+TS11/8OqJGtCmXV4BLgCmTI=">AAAFv3icjVTJbhNBEK0YDCFsDhy5jHAi5YI1tlDggpQABy5IQYrjSJnYmqXjjDKbZoFYk/k0PoQzF5DgH3hVbi9JiJ2x3FP9qt6bWlrtJIGf5ab5Y6V252793v3VB2sPHz1+8rSx/uwgi4vUVV03DuL00LEzFfiR6uZ+HqjDJFV26ASq55x9YH/vq0ozP47281GijkN7GPknvmvngAaNnmEYVhF5KnVS21Wl5cV5aYXleVX19y0XO2w+V9WAwd2qGkPeLOrdPNscxzmIbzTNlimPcd1oa6NJ+tmL12tbZJFHMblUUEiKIsphB2RTht8RtcmkBNgxlcBSWL74FVW0Bm6BKIUIG+gZ1iF2RxqNsGfNTNguvhLgn4Jp0CY4MeJS2Pw1Q/yFKDN6k3YpmpzbCG9Ha4VAczoFuow3ibwtj2vJ6YTeSg0+akoE4epcrVJIVzhzY66qHAoJMLY9+FPYrjAnfTaEk0nt3Ftb/L8kklHeuzq2oN8Lq+N9INVwjrFMZ/PGaFfmyytnZtMr6b43nWoE65tgofQogq8EHsLPZ4J7wXsHnTGoCaRawhxe4loyu5jOtQqfDG86DYM2RHNjqaqjuzavHIh/qOfBOhcyp2UqizUW58G9Vch9pnEhLEuUJ0qLs7iq8D/+ohxiTHm+hlPpZnmr6XzEHGed7Oj5VtSXdYDVxNuSczS+A/i0DabqfbE6/B3cQe2rN85146DTam+3tr+8bu6817fRKr2gl7QFvTe0Q59oj7rI5zv9pD/0t75bH9ajejIOra1oznO69NRH/wDCSTQR</latexit>

ẋT ·M| {z }
A

·ẍ = 0|{z}
b

Linear acceleration constraint

<latexit sha1_base64="RtkumrWz9bhaJ9FGVBeyVJcO9DI=">AAAF9HicjVTLbtNQEJ0EDCU8msIGiY1pWhQWjZyAChukqrBgAypS0laqG8uPm9SKX/KjpLj+Az6BHWLL//AHsOULmJncpGlLnTrK9dwzc47ncXWtyHOTVNN+Vao3biq3bi/dqd29d//Bcn3l4W4SZrEtenbohfG+ZSbCcwPRS93UE/tRLEzf8sSeNXpL/r1jESduGHTTk0gc+uYwcAeubaYIGfWvqu7nHwrddsJUd3DJcT8uimdv8D0omunzmqrqWeCI2IpNW+Qb+thFdJ41IxUGGV+IVeh6bRKJSgNk5nNx/e6EKb9Q5C8+joztbmHUG1pL40e9bLSl0QD57IQr1Sbo4EAINmTgg4AAUrQ9MCHB3wG0QYMIsUPIEYvRctkvoIAacjOMEhhhIjrCdYi7A4kGuCfNhNk2fsXDf4xMFdaRE2JcjDZ9TWV/xsqEXqWdsybldoJvS2r5iKZwhOgi3jTyujyqJYUBvOYaXKwpYoSqs6VKxl2hzNW5qlJUiBAj20F/jLbNzGmfVeYkXDv11mT/b44klPa2jM3gT2l1tPe4Gsox5OmsXxlt83xppcxM2ODuO7OpBmh9ZsznHgXoyxH30U9ngnpBews7o0IDkWIBc3iOq/PsQhhLFToZzmwaKqyx5tpCVUt2bV7ZY/9QzoN0TnlOi1TKNcrzoN4KzP1M45RZOitPlcqzuKjwP35ZDiFOeb6GI+5mfq3pvMM5nnWyI+dbQJ9XA1cN3zqfo8kdQKfNmKn32erQd/AOal+8cS4bu51We7O1+ellY2tb3kZL8ARWoYl6r2AL3sMO9DCfv5XHlaeVVeVY+aZ8V35MQqsVyXkE5x7l5z9zTkUa</latexit>

M · ẍ = f(t)�⇠(t)M · ẋ| {z }
z(t)

⇠(t) =
ẋT · f(t)
3NkBT



All thermostats as non-holonomic constraints

<latexit sha1_base64="HCWtnXoSyb+jQGPLTUq7cpxQXSA=">AAAF2nicjVTNbtNAEJ4ETEMokMKRi0VaKUg0cnIoXJBK4cAFKUhNW6nbRP7ZJFb9J3sNKa4v3BBX3ooXgAeoBC+BmJk4adrSpI6ynv1mvs/zs1or8txEGcavUvnWbe3OSuVu9d7q/QcPa2uP9pIwjW3ZtUMvjA8sM5GeG8iucpUnD6JYmr7lyX3r+A359z/KOHHDYFedRPLIN4eBO3BtUyHUr8W68LP3ubCdUAkHlwz34zx/ha9BXtV1kQaOjK3YtGW2KcZuQz0Tz+c5M0reJ+MzU1/nvV32Z8IKPcc31Uh4mJVjYlitbjQNfvSrRqsw6tud1R/9s52zTrhWboAAB0KwIQUfJASg0PbAhAR/h9ACAyLEjiBDLEbLZb+EHKrITTFKYoSJ6DGuQ9wdFmiAe9JMmG3jVzz8x8jUYQM5IcbFaNPXdPanrEzoddoZa1JuJ/i2Ci0fUQUjRJfxppE35VEtCgbwkmtwsaaIEarOLlRS7gplrs9VpVAhQoxsB/0x2jYzp33WmZNw7dRbk/2/OZJQ2ttFbAp/FlZHe4+roRxDns7GtdE2z5dWysyETe6+M5tqgNYnxnzuUYC+DHEf/XQmqBe0t7AzOtQRyZcwhxe4gmcXwrhQoZPhzKahwzprri9VtYquzSt77B8W8yCdU57TMpXFGovzoN5KzP1c45RZgpWnSouzuKzwP/6iHEKc8nwNI+5mdqPpvMU5nneyXcw3hx6vfVwNfAs+R5M7gE5bf6beY6tN38E7qHX5xrlq7LWbra3m1ge8jHZg8lTgCTyFBuq9gG14Bx3oYj4/4W9ppVTRhPZF+6p9m4SWSwXnMVx4tO//APHlQKY=</latexit>

M · ẍ = f �⇠(t)M · ẋ| {z }
z=AT ·� Isokinetic

Berendsen

Nosé-Hoover

<latexit sha1_base64="tPsnt+iVJ1Uh/4IBU9nuF9ETYco=">AAAFt3icjVRLb9NAEJ4GDKW8UjggxMUirZQINXJyKOWAVPGQuFEk0laqW8uPTbKKX9hrSOX6Z/E/uAIHLiCVf8HMxEnThiZ1lPXsN/N9nsdqndiXqTKM70uVa9e1GzeXb63cvnP33v3q6oPdNMoSV3TcyI+SfcdOhS9D0VFS+WI/ToQdOL7Ycwavyb/3WSSpjMKP6jgWh4HdC2VXurZCyKq+N7uJ7eZekXuqMB3Z8+tvrdxUYqjygQyLoq4azzp1M8iHZDYoJGm83GibQ4n7mVirWjOaBj/6rNEqjdr21q9vj36cPt6JVit1MMGDCFzIIAABISi0fbAhxd8BtMCAGLFDyBFL0JLsF1DACnIzjBIYYSM6wLWHu4MSDXFPmimzXfyKj/8EmTqsIyfCuARt+prO/oyVCb1MO2dNyu0Y306pFSCqoI/oIt448qo8qkVBF7a4Bok1xYxQdW6pknFXKHN9qiqFCjFiZHvoT9B2mTnus86clGun3trsP+VIQmnvlrEZ/J1bHe19roZyjHg665dGuzxfWikzGza4+95kqiFaXxgLuEch+nLEA/TTmaBe0N7BzuhQQ6RYwOyd45o8uwiGpQqdDG8yDR3WWHNtoapTdm1a2Wd/r5wH6ZzwnBapzNeYnwf1VmDuZxonzDJZeaw0P4uLCv/jz8shwilP19DnbuZXms4bnONZJ9vlfAs44tXC1cC3yedodAfQabMm6kdstek7eAe1Lt44s8Zuu9nabG5+wMvoFYyeZXgCT6GOes9hG97BDnQwn6/wE37DH+2FZmldrT8KrSyVnIdw7tE+/QP+NTHU</latexit>

d

dt

�
Ekin(t) + U(x(t))

�
= �2⇠(t)Ekin(t)

<latexit sha1_base64="fxAu1IC43NtAx6eyua84lFqv9ZQ=">AAAGEHicjVTLbtNQEB0HAiVAm8IKsbkirRQEjZKACpui8liwQRSpaSvVTWRf36RW/ZIfkMr1ji9gwTfwCewQW34A8QfwF8xMnDRpm6SOcj33zJxz52FdM3DsKK7X/2iFK1eL164v3CjdvHV7cam8fGcn8pNQqpb0HT/cM41IObanWrEdO2ovCJXhmo7aNY9ek3/3owoj2/e24+NAHbhGz7O7tjRihDrlb0LoiWep0AwNqVLd8uNUd9N+lrW3dYk73LzLsg6BL7NsAFmnUWJDlCYl1qZo5NSRT3+s9+1q/JD4Qjy6kNXNTzbxXa7Ua3V+xHmjkRuVzff3vsrPT35v+cuFKuhggQ8SEnBBgQcx2g4YEOFvHxpQhwCxA0gRC9Gy2a8ggxJyE4xSGGEgeoRrD3f7OerhnjQjZks8xcF/iEwBq8jxMS5Em04T7E9YmdBp2ilrUm7H+DZzLRfRGA4RnccbRl6WR7XE0IXnXIONNQWMUHUyV0m4K5S5GKsqRoUAMbIt9IdoS2YO+yyYE3Ht1FuD/X85klDayzw2gX8zq6O9w9VQjj5PZ3VqtOT50kqZGbDG3bdGU/XQ+sSYyz3y0Jci7qKfvgnqBe1N7IyACiLZHGZvgqvz7Hzo5yr0ZVijaQhYYc2Vuapm3rVxZYf9vXwepHPCc5qnMltjdh7UW4W5n2qcMEtn5aHS7CzOKlzEn5WDj1Mer+GQu5leajpvcI6nnWzm882gzWsH1zq+df6OBncAfW2dkXqbrSadg3dQ4+yNc97YadYa67X1D3gZvYLBswD34QFUUe8ZbMJb2IIWSG1Re6ptaC+KX4rfiz+KPwehBS3n3IWJp/jrPzhbVFc=</latexit>

ẋT ·M| {z }
A

·ẍ = �ẋT ·M · ẋ ⇠(t) + ẋT · f| {z }
b

<latexit sha1_base64="yfF07GbkXabOU+fxzQaCQRmMxzk=">AAAF0XicjVTNbtNAEJ4GAiX8pXDkgEVaKZVoZAepcEEqAaSeqiKatlKcWLazSVZx7MheQyLXEuLKG8FDcOYN4AG4AjMTJ01bmtRR1rPfzPd5flbrDD0ZKV3/sZK7dj1/4+bqrcLtO3fv3S+uPTiMgjh0Rd0NvCA8duxIeNIXdSWVJ46HobAHjieOnP5r8h99EGEkA/9AjYeiObC7vuxI11YIWUWpaeZIWsneblpWmy/NTmi7iZEmprJjRlvV1JS+svSW0tqEmk8LyPFERzUm0dW3FoaLkUr60k/TMgVtpsmzvb5VO0i3DDOU3Z5qWsWSXtH50S4aRmaUdl59fVz71on2g7VcGUxoQwAuxDAAAT4otD2wIcJfAwzQYYhYExLEQrQk+wWkUEBujFECI2xE+7h2cdfIUB/3pBkx28WvePgPkanBBnICjAvRpq9p7I9ZmdDLtBPWpNzG+HYyrQGiCnqILuNNI6/Ko1oUdOAF1yCxpiEjVJ2bqcTcFcpcm6tKocIQMbLb6A/Rdpk57bPGnIhrp97a7P/JkYTS3s1iY/i1sDrae1wN5RjwdDYujXZ5vrRSZjZscffbs6n6aH1kbMA98tGXID5AP50J6gXtHeyMBiVE0iXM7hmuybMLYJSp0Mloz6ahwTprri9VdbKuzSt77O9m8yCdE57TMpXFGovzoN4KzP1U44RZJitPlRZncV7hf/xFOQQ45fkaetzN5ErTeYNzPO1kNZtvCi1eLVx1fJt8jiZ3AJ02a6beYqtK38E7yDh/41w0DqsVY7uy/Q4voxpMnlV4BE+gjHrPYQd2YR/qmM93+A1/4G/+fX6c/5T/PAnNrWSch3DmyX/5ByjKOsc=</latexit>

⇠NH(t) =
1

⌧2
NH

Z
t

0
d⌧


2Ekin(⌧)

3NkBT
� 1

�

<latexit sha1_base64="SI0CJACmUtzVi9zJVOQwbXuJR9w=">AAAFq3icjVRLb9NAEJ4GDKW8EjhysUgrpYdEdpAKF6SSgsQJFdG0FXVr2c4mWcUv2Wto5foHcebOX+BKD9zhXzAzcdK0pUkdZT37zXyf57FaN/ZlqgzjbKly67Z25+7yvZX7Dx4+elytPdlNoyzxRNeL/CjZd51U+DIUXSWVL/bjRDiB64s9d7RF/r0vIkllFO6ok1gcBs4glH3pOQohu7qlW8fS7jTU+murnzhebha5pZzM7hSWL/qqMUbb7+x8JMMC44r8xYeR3dkpmqaVyMFQrdvVutEy+NGvGmZp1DffGN9/136E21Gt0gALehCBBxkEICAEhbYPDqT4OwATDIgRO4QcsQQtyX4BBawgN8MogREOoiNcB7g7KNEQ96SZMtvDr/j4T5CpwxpyIoxL0Kav6ezPWJnQ67Rz1qTcTvDtlloBogqGiC7iTSJvyqNaFPThFdcgsaaYEarOK1Uy7gplrs9UpVAhRozsHvoTtD1mTvqsMyfl2qm3Dvv/cCShtPfK2Az+zq2O9j5XQzlGPJ21a6M9ni+tlJkDTe5+bzrVEK2vjAXcoxB9OeIB+ulMUC9o72JndKgjUixgDi5wLZ5dBMelCp2M3nQaOqyy5upCVbfs2qyyz/5BOQ/SOeU5LVKZrzE/D+qtwNzPNU6ZZbHyRGl+FpcV/sefl0OEU56tYcjdzG80nbc4x/NOtsv5FnDEq42rgW+Lz9H4DqDTZk/Vj9hq03fwDjIv3zhXjd12y9xobXzEy6gD42cZnsFzaKDeS9iE97ANXcznG/yEX3CmNbVP2mfNGodWlkrOU7jwaOIf2S8rmw==</latexit>

⇠B(t) =
1

⌧B

✓
2Ekin(t)

3NkBT
� 1

◆

<latexit sha1_base64="HK4nMKh3/+WlJf1Y4l0npN5jFI8=">AAAFm3icjVTbbtNAEJ2mGEq5peURIVmkReGByElR4QWpapFACKEiJW2lurHszSa14pvsNaRy/SF8Da/wCfwB/AUz002atjTpRlnPnJk5O5fVekngZ8qyfi9UFm8Zt+8s3V2+d//Bw0fVldW9LM5TITsiDuL0wHMzGfiR7ChfBfIgSaUbeoHc94Y7ZN//KtPMj6O2OknkUegOIr/vC1ch5FQ37JHvvK+rF8/f2v3UFYXdi1Vhh8WoLLttW6CGSr9Ej7LY+Dx0ttulU61ZDYuXeVVoaqEGeu3GK5U62NCDGATkEIKECBTKAbiQ4e8QmmBBgtgRFIilKPlsl1DCMsbm6CXRw0V0iPsAtUONRqgTZ8bRAk8J8J9ipAnrGBOjX4oynWayPWdmQq/jLpiTcjvBr6e5QkQVHCM6L27sedM4qkVBH95wDT7WlDBC1QnNknNXKHNzqiqFDAliJPfQnqIsOHLcZ5NjMq6deuuy/Q97Ekq60L45/J1ZHekBV0M5xjyd9Wu9Bc+XdsrMhZfc/d5kqhFK3xgLuUcR2grEQ7TTnaBekO5hZ0yoIVLOiRxciLV5djGMNAvdjN5kGiasMefaXFZPd22aOWD7QM+DeE55TvNYZnPMzoN6KzH3c45TjrKZecw0O4vLDP+Ln5VDjFOeruGYu1ncaDrvcI7nnWzp+ZbQ5d3B3cKvzffo7A2g2+ZM2LsstegcfIOal1+cq8Jeq9HcbGx+eVXb2tav0RI8gWdQR77XsAUfYBc6mM93+AE/4Zfx1NgxPhqfzlwrCzrmMVxYRucfqLwinw==</latexit>

⇠G(t) =
ẋT · f(t)
3NkBT

“Friction terms”

Constraints

Equation of motion

Differential 
controller

Proportional
Controller

Integral
Controller



Macromolecules as linked rigid bodies 

Planar peptide bond Macromolecular chain with rigid peptide planes



Dynamics of 16-polyalanine with different constraints 
K. Hinsen and G. R. Kneller, Phys Rev E, vol. 52, no. B, pp. 6868–6874, 1995.

SHAKE (f=199) Rigid peptide planes (f=150) Torsional angle space (f=38)



Mean squared displacement W(t) Average velocity power spectrum P(ω)

Low frequencies contribute most!



Statistical physics of a toy system - 
256 water molecules in a cubic box

MD trajectoires contain information about the structural 
dynamics of the simulated system which is largely unexploited.  ☞
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Site-site pair correlation functions for SPC/E water
300 K

Spatial correlations

1. MOLECULAR DYNAMICS SIMULATIONS OF SIMPLE LIQUIDS 63

FIGURE III.4. VACF of liquid argon obtained from MD simula-
tion. The insert shows the corresponding Fourier spectrum.

defined through

g(r) =
1

4⇥r2⇤

1

N

�

�

�

⇥ �=�

⌅�(r � |R� �R⇥|)⇧ (III.12)

For each particle the density of the remaining particles is computed as a func-
tion of the distance r from the chosen centre particle. The resulting density is
then normalised to the average particle density, ⇤, and finally averaged over all
N centre particles. In practice g(r) is computed using a histogram technique,
using a finite width of the bins for the distance r. Fig III.3 shows the radial
distribution function for liquid argon which has been obtained from the MD
simulation described above. One recognises that g(r) has peaks which at posi-
tions which are located at multiples of the Lennard-Jones parameter ⌅, which
describes approximately the size of the argon atoms (⌅ = 0.34 nm). With in-
creasing distance the peaks are less pronounced, and with r ⇥ ⇤ the radial
distribution function tends to one. The first peak indicates the radius of the
shell of next neighbours which form a sort of cage for the respective centre
particle.

jeudi 29 mars 2012

Static site pair correlation functions of water



SPC/E model, T = 300 K, p = 1 atm

[1] K. Krynicki, C. D. Green, and D. W. Sawyer, Faraday Discuss. 
Chem. Soc. 66, 199, (1978)

D = 2.17⇥ 10�5cm2/s

Dexp = 2.30⇥ 10�5cm2/s [1]

W (t) = 6Dt
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H
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Molecular dynamics simulation
W (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

|x(k + n)� x(k)|2

Diffusion of water molecules by MD simulation

 HJC. Berendsen, J. R. Grigera, and T. P. Straatsma, 
J Phys Chem, vol. 91, no. 24, pp. 6269–6271, 1987.

<latexit sha1_base64="zZbl+zepAofr5j5wH/ENIuEtm/k=">AAAFkXicjVTbThNRFN1URxEvFHn0ZUIhaWNopn1AfTBp1AcTXzCxlIShzcz0UCbMLXNRmtJv8MVf8VW/gz/Qv3Dt3UMpIC3T9Mw+a++1Zl9OjpsEfpZb1vlS6d5948HD5Ucrj588fbZaXnu+l8VF6qm2Fwdxuu86mQr8SLVzPw/UfpIqJ3QD1XFP3rO/81WlmR9HX/Jhog5DZxD5R77n5IB65VqnmtfMt6YdONEgUFU7HJ2OAW1PDKvWbdqpuHrlilW35DFvGg1tVFob9ssf563hbrxWqpJNfYrJo4JCUhRRDjsghzL8DqhBFiXADmkELIXli1/RmFbALRClEOEAPcE6wO5AoxH2rJkJ28NXAvxTME3aAidGXAqbv2aKvxBlRm/THokm5zbE29VaIdCcjoEu4l1E3pXHteR0RK+lBh81JYJwdZ5WKaQrnLk5U1UOhQQY2334U9ieMC/6bAonk9q5t474/0gko7z3dGxBf+dWx/tAquEcY5nO1q3RnsyXV87MoW3pfn861QjWN8FC6VEE3wh4CD+fCe4F7110xqQKkPEC5uAK15bZxXSqVfhk9KfTMGlTNDcXqrq6a7PKgfgHeh6scyZzWqQyX2N+HtxbhdwvNc6EZYvyhdL8LK4r/I8/L4cYU56t4Vi6ObrTdD5gjpedbOr5jqkraw+rhbct52hyB/Bp603Vu2I1+Tu4gxrXb5ybxl6z3tip73zGZfSOJs8yvaANqkLvFbXoI+1SG/l8p5/0i34b68Ybo2Xo2NKS5qzTlcf49A+9tB/U</latexit>

W (t) = h(x(t)� x(0)2i



Remove first jumps due to p.b.c. !



1168 G. Kneller

for transport coefficients [7]. For this purpose, several recent papers on
that topic are presented in a concise way, starting with classical diffusion
models and their mathematical extensions for the description of anomalous
diffusion and relaxation. These models are then related to exact results,
which are obtained by asymptotic analysis of the GLE and the related mean
square displacements, and the latter are illustrated by molecular dynamics
simulations of biomolecular systems.

2. Some models for anomalous diffusion

2.1. Generalized diffusion equation

The first theoretical description of diffusion processes can probably be
attributed to the physician and physiologist Fick [8]. He derived the well-
known diffusion equation,

@

@t
f(r, t) = D�f(r, t) , (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here, D is the diffusion coefficient, which is a transport coefficient
in the language of statistical physics. The diffusion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf + r · j = 0 (second law of Fick), Eq. (1)
follows. In this description, one considers free diffusion, i.e. diffusion with-
out a systematic driving force. The diffusion constant D determines the
spread of the concentration,

�
2(t) :=

R
d
n
r |r|2f(r, t)R
dnr f(r, t)

= 2nDt , (2)

assuming that the initial concentration is localized at r = 0. Here, n is
the geometrical dimension of the diffusion problem and we assume isotropic
diffusion, such that the total spread is the sum of n independent identical
contributions 2Dt.

Deviations from the diffusion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods, numerous observations of anomalous diffusion have been reported
over the last 20 years. Typical examples are the diffusion of molecules in
biological membranes and lipid model bilayers [10–12], where the diffusion
of lipid molecules and embedded proteins is strongly hindered due to the
entanglement with their environment. The effect is often referred to as
crowding and leads to subdiffusion, where

�
2(t) / t

↵ (3)

Diffusion equation

Stochastic process 

A. Einstein, Annalen Der Physik 322, 549 (1905).
M. Von Smoluchowski, Annalen Der Physik 326, 756 (1906).

Diffusion models

N. Wiener, Journal of Mathematics and Physics 2, 131 (1923).
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Mean squared deviation : �2(t) = 2Dt
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A. Fick, Annalen der Physik, vol. 170, no. 1, pp. 59–86, 1855.
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(231808 water molecules). The corresponding simulation runs have been performed

for 600 ns.

For all MD simulations we used the GROMACS package,21 setting the temperature to

310 K for the all-atom system and to 320 K for the coarse-grained system. The slight

temperature increase in the latter case was chosen to compensate for the fact that the

effective lipid masses in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral MSD for the center-of-mass

of the lipid molecules. For this purpose we averaged over the contribution of all lipid

molecules, W (n) = 1
N

PN
↵=1 W

(↵)(n), where

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

��x(↵)(k + n)� x(↵)(k)
��2 . (8)

Here N is the total number of lipid molecules and Nt is the number of time frames in the

analysis. We use the short notation x(k) ⌘ x(k�t) etc., where �t is the sampling time

step. To obtain reliable estimations of the MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass VACF, averaging again over all

molecular contributions, cvv(n) = 1
N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡
1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n). (9)

The subsequent analyses had to be limited to a maximum lag time of 100 ps, since statis-

tical noise is dominating beyond that limit.

The cosine transform of the VACF was estimated with two completely different ap-

proaches, in order to assure its reliability in the crucial low frequency region:

1. A windowed discrete Fourier transform (WDFT). Here

g(n) ⇡ �t

2

Nt�1X

k=�(Nt�1)

e�
2⇡ink
2Nt�1w(k)cvv(k), (10)

where g(n) ⌘ g(n�!) and �! = 2⇡/((2Nt � 1)�t). The window function w(k) ⌘

w(k�t) reduces the statistical noise22 and for our calculations we used a Gaussian

form, w(t) = exp (�t2/(2�2
t )). The width was chosen as � = 0.2 ⇥ T , with T =

(Nt � 1)�t being the trajectory length.

4

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n)
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(231808 water molecules). The corresponding simulation runs have been performed

for 600 ns.

For all MD simulations we used the GROMACS package,21 setting the temperature to

310 K for the all-atom system and to 320 K for the coarse-grained system. The slight

temperature increase in the latter case was chosen to compensate for the fact that the

effective lipid masses in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral MSD for the center-of-mass

of the lipid molecules. For this purpose we averaged over the contribution of all lipid
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Here N is the total number of lipid molecules and Nt is the number of time frames in the

analysis. We use the short notation x(k) ⌘ x(k�t) etc., where �t is the sampling time

step. To obtain reliable estimations of the MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass VACF, averaging again over all
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The subsequent analyses had to be limited to a maximum lag time of 100 ps, since statis-

tical noise is dominating beyond that limit.

The cosine transform of the VACF was estimated with two completely different ap-

proaches, in order to assure its reliability in the crucial low frequency region:

1. A windowed discrete Fourier transform (WDFT). Here
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where g(n) ⌘ g(n�!) and �! = 2⇡/((2Nt � 1)�t). The window function w(k) ⌘

w(k�t) reduces the statistical noise22 and for our calculations we used a Gaussian

form, w(t) = exp (�t2/(2�2
t )). The width was chosen as � = 0.2 ⇥ T , with T =

(Nt � 1)�t being the trajectory length.
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x(t)� x(0) =

Z t

0
dx(⌧)

v(t)=ẋ(t)
=

Z t

0
d⌧v(⌧)

h(x(t)� x(0))2i| {z }
W (t)

= 2

Z t

0
d⌧ (t� ⌧) hv(⌧)v(0)i| {z }

cvv(⌧)

g(!) ⌘
Z 1

0
dt cos!t hv(t)v(0)i

The Fourier-transformed VACF (Density of States=DOS)

is accessible by neutron scattering and MD « experiments »

Relating diffusion to microscopic dynamics



Density of states and diffusion coefficient
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DMSD ⇡ 2.17⇥ 10�5cm2/s



• 2x137 POPC molecules (10 nm ✕ 10 
nm in the XY-plane)

• 10471 water molecules (fully hydrated)

• OPLS force field

• T=310 K

MSD for lateral diffusion

ps to ns time scale

J.H. Jeon, H. Monne, M. Javanainen, and R. Metzler, Phys Rev Lett (2012).
 G.R. Kneller, K. Baczynski, and M. Pasenkiewicz-Gierula, J Chem Phys 135, 141105 (2011).

See also
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  E. Flenner, J. Das, M. Rheinstädter, and I. Kosztin, Phys Rev E 79, 11907 (2009).

Anomalous diffusion of molecules in a lipid bilayer
• S. Stachura and G. R. Kneller, Mol. Simulat., vol. 40, no. 1– 3, pp. 245–250, 2014.
• S. Stachura and G. R. Kneller, J. Chem. Phys., vol. 143, p. 191103, 2015.



1412 LETTERS TO THE EDITOR 

In the third column of Table I is shown the excess of energy of 
the gauche-molecule referred to that of the trans-molecule in the 
gaseous and liquid states, and in the fourth and fifth columns 
the wave numbers of the absorption peaks of the two bands used 
in the intensity measurement. These data are in general in agree-
ment with, but are more accurate than, those obtained previously 
by the spectroscopic and electric measurements,! and they support 

TABLE 1. The energy difference llE hetween the rotational 
isomers in cal/mole. 

Wave numbers 
(cm-I ) of ab-

sorption peaks 
Compounds State llE=Eg-E, trans gauche 

gas 1140±20 1232 1291 
CIH,C -CH,CI liquid {0±50 1451 1430 

0±50 1230 1284 

gas 1460±30 1204 1268 
CIH,C -CH,Br liquid {420±50 1440 1422 

410±50 1202 1259 

BrH,C -CH,Br gas 1700±40 1187 1251 
liquid 730±50 1437 1420 

our view that the decrease of the value of tJ.[i; in the liquid state 
arises from the molecular interaction, which can be calculated 
electrostatically.3 In other words, in the liquid state the gauclte-
molecules with larger moment decrease in their energy much more 
markedly than the trans-molecules, so that the values of tJ.E in the 
liquid state become smaller than those in the gaseous state. 

In this connection we should like to add a remark on the pre-
dominance of one rotational isomer of ClH2C - CHCh concluded 
from the dipole measurement of Thomas and Gwinn.' This has 
been confirmed by our infrared measurement, but the less stable 
isomer exists in an amount still detectable by our spectroscopic 
measurement, since the disappearance of some absorption peaks 
takes place on solidification and there is a change of relative 
intensity of absorption bands between the . liquid and nonpolar 
solution. * For example, the band at 1236 cm-1 of the less stable 
isomer becomes less intense in carbon tetrachloride solution than 
in the liquid state. From this fact this band can be assigned to 
the more polar isomer which becomes relatively less stable in a 
nonpolar solvent. 

1 The summary up to 1949 is given in Mizushima, Morino, and Shima· 
nouchi, J. Phys. Chem. 56, 324 (1952). See also S. Mizushima, Reilly 
Lectures, Vol. 5, University of Notre Dame (1952); Morino, Mizushima, 
Kuratani, and Katayama, J. Chem. Phys. 18, 754 (1950). The reference 
to the papers of other authors (including Bernstein, Rank, Kagarise, and 
Axford) are also given in these papers. 

'Shimanouchi, Tsuruta, and Mizushima, Sci. Pap. Inst. Phys. Chem. 
Res. Tokyo 42, 51 (1944). 

• Watanabe, Mizushima, and Masiko, Sci. Pap. Inst. Phys. Chem. Res. 
Tokyo 40, 425 (1943); S. Mizushima and H. Okazaki, J. Am. Chem. Soc. 
71,3411 (1949); Morino, Mizushima, Kuratani, and Katayama, J. Chem. 
Phys. 18, 754 (1950). In these papers the calculation is made on the assump-
tion of a single dipole located at the center of the molecule. Recently 
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individual bond dipoles. 
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Anomalous Diffusion of Acetone into 
Cellulose Acetate* 
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(Received May 18, 1953) 

A NOMALOUS or non-Fickian diffusion of small molecules in 
polymers. has been reported for several systems'-

6 and 
appears to be the normal behavior when the polymer-penetrant 
mixture is below its second-order transition." 6 The anomalies are 
particularly marked for diffusion into cellulosic polymers.2.3 For 
the kinetics of sorption of a vapor by a polymer film the major 
attention has been focused on the anomalous changes in sorption 
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FIG. 1. Interval sorption of acetone into cellulose acetate, 30°C. Plots 
extend to from 15 to 30 percent of equilibrium takeup. Film thickness is 
3.8 X 10-' cm. 

rate which occur at roughly half-time for the total sorption and 
the tentative explanations so far advanced have dealt essentially 
with this anomaly,3.6 We have done some interval sorption exper-
iments with acetone and cellulose acetate (37.9 percent acetyl) 
which put a quite different complexion on the problem since they 
show that the major anomaly occurs very early in the sorption 
process. 

The procedure and apparatus for interval sorption experiments 
have been described previously.'- 7 In the present case a dry film 
of cellulose acetate (cast from acetone on mercury) was suspended 
from a quartz spiral balance and the sorption kinetics followed for 
a series of successively higher, narrow pressure ranges of acetone. 
For each interval the film was equilibrated to the particular 
pressure of vapor before increasing the pressure for the next 
interval. The results of one set of interval sorptions are given in 
Fig. 1 as plots of weight takeup Q in mg/cm2 vs vt. (For Fickian 
diffusion, Q vs vt plots are initially linear.) Along with each curve 
are given the pressure and concentration range of the interval and 
the value of Q., the equilibrium weight increase for the particular 
interval. Attainment of final equilibrium generally took from four 
to seven days. 

The curves for the two lowest pressure intervals are similar to 
those reported previously for anomalous diffusion in that they are 
initially linear, but at later times the slope increases leading 
ultimately to an inflection in the Q-vt plots. Strikingly different 
behavior is shown by the curves for all subsequent intervals since 
for these there is an initial, rapid weignt increase (the "initial 
stage") followed by a very much slower weight increase (the "slow 
stage"). Quite clearly the slopes for the "initial stages" increase 
considerably with increasing concentration of acetone in the film; 
in contrast the slopes for the "slow stages" are essentially inde-
pendent of concentration. 

Experiments with films of different thickness show that, for a 
given concentration interval, the value of tl for completion of the 
initial stage increases directly with film thickness. This indicates 
that the initial phase is not simple due to a buildup of vapor on 
the surface; in fact it argues strongly that during the initial stage 
the vapor penetrates the entire film. Fairly direct evidence that 
this last is true is shown in Fig. 2, which compares the expansion 
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ANOMALOUS DIFFUSION IN TRUE SOLUTION. 
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The method generally adopted for measuring diffusion constants is 
that of Oeholm : a layer of the solution is covered carefully with a layer 
of the solvent thrice as thick; after a sufficient lapse of time, the whole 
amount of fluid is divided into four portions, which are analysed. The 
diffusion constant may then be determined according to Fick’s law, from 
tables calculated by Stefan and Kawalki. In some cases this method 
gives satisfactory constants, although, even when using small concen- 
centrations,l other methods fail to do so. Solutions of substances with 
high molecular weight very frequently deviate strongly from Fick‘s law,2 
and do not give constants when investigated by Oeholm’s method. A 
case of this type was first found by Herzog and PolotzkyS in aqueous 
solutions of dyestuffs. Still more pronounced instances have been de- 
tected in solutions of natural products and their derivatives (cellulose, 
etc.). There seem to be several possible explanations of these anomalies. 
That most favoured assumes that the solution is not homogeneous, but 
contains substances of different molecular weight. Other possibilities 
are lack of purity, a special chemical reaction with the solvent, the dis- 
turbing influence of a structure or of swelling. These explanations had 
to be discarded in those cases in which similar deviations from Fick’s 
law were found with well-defined substances having a small molecular 
weight: ti quinone diffusing in pure water gives a constant, which 

1 Fiirth, Physik. Z., 1925, 26, 719 ; Fiirth and Ullmann, Kolloid-Z., 1927, 41, 
304; Zuber, 2. Physik, 1932, 79, 291. 

The “ diffusion constant ” may be a function of the con- 
centration of the diffusing substance or the diffusion may proceed in an anomalous 
way owing to  secondary influences. 

3 R. 0. Herzog and Polotzky, 2. physik. Chem., 1914, 87,449. 
4 R. 0. Herzog and D. Kriiger, J. physic. chem., 1g2g,33, 179 ; R. 0. Herzog 

and Cohn. Helv. Chim. Act., 1928, I I ,  529 ; v. Frank and Mendrzyk, Ber., 1930. 
63,875 ; R. 0. Herzog and Kudar, 2. physik. Chem., 1933, rWA, 343 ; D. Kriiger 
and H. Grunsky, ibid., 1930, 150, 115 ; 1934, 170, 161 ; R. 0. Herzog, ibid., 

Quite generally. 

1935, 172,239. 
6 H. Freundlich and D. Kriiger, 2. Elektrochem., 1930, 36, 305. 
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presented in a concise way, starting with classical di↵usion models and their
mathematical extensions for the description of anomalous di↵usion and re-
laxation. These models are then related to exact results, which are obtained
by asymptotic analysis of the GLE and the related mean square displace-
ments, and the latter are illustrated by molecular dynamics simulations of
biomolecular systems.

2. Some models for anomalous di↵usion

2.1. Generalized Fick’s law

The first theoretical description of di↵usion processes can be probably
attributed to the physician and physiologist Adolf Fick [8]. He derived the
well-known di↵usion equation,

@

@t
f(r, t) = D�f(r, t), (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here is D is the di↵usion coe�cient, which is a transport coe�cient
in the language of statistical physics. The di↵usion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf+r·j = 0 (second law of Fick), Eq. (1) fol-
lows. In this description one considers free di↵usion, i.e. di↵usion without a
deterministic driving force. In this case the di↵usion constant D determines
the spread of the concentration,

�
2(t) :=

R
d
n
r |r|2f(r, t)R
dnr f(r, t)

= 2nDt, (2)

assuming that the initial concentration is localized at r = 0. Here n is the
geometrical dimension of the di↵usion problem.

Deviations from the di↵usion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
in biological membranes and lipid model bilayers [10, 11, 12], where the
di↵usion of lipid molecules and embedded proteins is strongly hindered due
to the entanglement of with their environment. The e↵ect is often referred
to as crowding and leads to subdi↵usion, where

�
2(t) / t

↵ (3)
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0 < ↵ < 1
(subdiffusion)

Anomalous diffusion is known since long time 
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FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.

178 SCHWILLE ET AL.

changes to

Gi(!) "
1

N
# !

i

Yi

1 $ !/!d,i
. (4)

In the case of the anomalous subdiffusion, following
(9,36), the time dependence of the mean square displace-
ment is no longer linear but is given by %&r2' " (!), with
temporal exponent 0 % ) % 1 and ( being the transport
coefficient. For the following probability distribution

Panom[r!, (t $ !) 0r, t] "
1

(*(!))n/2
e

+(r+r!)2

(!) (5)

the correlation function is in the two-dimensional case

G(!) "
1

N
#

1

1 $ (!)/w2
. (6)

FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.

178 SCHWILLE ET AL.

changes to

Gi(!) "
1

N
# !

i

Yi

1 $ !/!d,i
. (4)

In the case of the anomalous subdiffusion, following
(9,36), the time dependence of the mean square displace-
ment is no longer linear but is given by %&r2' " (!), with
temporal exponent 0 % ) % 1 and ( being the transport
coefficient. For the following probability distribution

Panom[r!, (t $ !) 0r, t] "
1

(*(!))n/2
e

+(r+r!)2

(!) (5)

the correlation function is in the two-dimensional case

G(!) "
1

N
#

1

1 $ (!)/w2
. (6)

FIG. 1. Measurement principle in the IM-35 inverted microscope. The
cells are attached to coverslips and illuminated from below. Detection is
performed by placing the objective focal spot to the upper cell membrane
and imaging the fluorescent area to an avalanche photodiode for fluores-
cence correlation spectroscopy (FCS) analysis.

FIG. 3. Fluorescence correlation spectroscopic detection specificity on
the cell membrane. Only labeled membranes (position , 0) contribute to
the signal, which can be verified by loss in autocorrelation and fluorescence
count rate bursts if the focal spot is moved away from the cell surface.

FIG. 2. Confocal images of rat basophilic leukemia cells labeled with
diI-C12 to show the specificity of labeling the plasma membrane only
(equatorial layer, upper panel). For fluorescence correlation spectro-
scopic measurements, 20 times less dye was used. Single molecule
measurements were performed at the upper cell surface (lower panel).
Scale bar " 10 µm.

178 SCHWILLE ET AL.

ms to s time scale

P. Schwille, J. Korlach, and W. Webb, Cytometry 36, 176 (1999).

2 Contribution-Kneller printed on May 5, 2015

presented in a concise way, starting with classical di↵usion models and their
mathematical extensions for the description of anomalous di↵usion and re-
laxation. These models are then related to exact results, which are obtained
by asymptotic analysis of the GLE and the related mean square displace-
ments, and the latter are illustrated by molecular dynamics simulations of
biomolecular systems.

2. Some models for anomalous di↵usion

2.1. Generalized Fick’s law

The first theoretical description of di↵usion processes can be probably
attributed to the physician and physiologist Adolf Fick [8]. He derived the
well-known di↵usion equation,

@

@t
f(r, t) = D�f(r, t), (1)

to model the time evolution of concentration profiles of particles in suspen-
sion. Here is D is the di↵usion coe�cient, which is a transport coe�cient
in the language of statistical physics. The di↵usion equation holds in the
regime of linear response, where the particle current density responds lin-
early to the concentration gradient, j = �Drf (first law of Fick). Imposing
particle conservation through @tf+r·j = 0 (second law of Fick), Eq. (1) fol-
lows. In this description one considers free di↵usion, i.e. di↵usion without a
deterministic driving force. In this case the di↵usion constant D determines
the spread of the concentration,

�
2(t) :=

R
d
n
r |r|2f(r, t)R
dnr f(r, t)

= 2nDt, (2)

assuming that the initial concentration is localized at r = 0. Here n is the
geometrical dimension of the di↵usion problem.

Deviations from the di↵usion law (2) have been reported already 80 years
ago [9] and with the advent of sophisticated fluorescence-based spectroscopic
methods numerous observations of anomalous di↵usion have been reported
over the last 20 years. Typical examples are the di↵usion of molecules
in biological membranes and lipid model bilayers [10, 11, 12], where the
di↵usion of lipid molecules and embedded proteins is strongly hindered due
to the entanglement of with their environment. The e↵ect is often referred
to as crowding and leads to subdi↵usion, where

�
2(t) / t

↵ (3)

Subdiffusion of lipids observed by FCS
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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spatially limited diffusion where limt→∞ W (t) = 2D0, one
obtains

D0 = lim
T →∞

∫ T

0
dt

∫ t

0
dτ cvv (τ )

= lim
T →∞

∫ T

0
dτ (T −τ )cvv (τ ) = lim

T →∞
W (T )/2. (14)

Since limT →∞ W (T ) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩ − ⟨x⟩2 is
the mean square position fluctuation of the particle, it follows
that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation
developed by Zwanzig,39, 40 the motion of a tagged particle in
an isotropic solvent is described by an equation of motion of
the form

v̇(t) = −
∫ t

0
dt ′ κ(t − t ′)v(t ′) + f(+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corre-
sponding memory function, and f(+)(t) a generalized acceler-
ation fulfilling the orthogonality relation ⟨v(t) · f(+)(t ′)⟩ = 0.
In contrast to a full Hamiltonian description of the system,
the solvent is not described explicitly, but both κ(t) and f(+)(t)
can be, in principle, expressed by the microscopic dynamical
variables describing the full system. They are thus fully de-
terministic quantities. For details the reader is referred to the
monograph by Zwanzig.40 Due to the orthogonality between
v and f(+), the time evolution of the VACF is described by the
integro-differential equation

∂t cvv (t) = −
∫ t

0
dt ′ cvv (t − t ′)κ(t ′). (17)

The Laplace transform of this integral equation can be solved
for the Laplace transformed VACF,

ĉvv (s) = ⟨v2⟩
s + κ̂(s)

, (18)

which may be inserted into Eq. (9) to yield

Ŵ (s)
s→0∼ ⟨v2⟩

s2κ̂(s)
. (19)

Here ⟨v2⟩ = cvv (0) and the assumption s3 ≪ s2κ̂(s) has been
made, which is correct for s → 0 if ballistic diffusion is ex-
cluded. In the latter case one would have W (t)

t→∞∼ t2 and

therefore Ŵ (s)
s→0∼ s−3. Equating expressions (7) and (19)

leads then to

κ̂(s)
s→0∼

〈
v2

〉

Dα%(α + 1)
sα−1

L(1/s)
. (20)

Analogously to a fractional diffusion coefficient one can de-
fine a fractional relaxation constant through

ηα = %(1 + α) lim
s→0

s1−ακ̂(s), (21)

which becomes in the time domain

ηα = %(1 + α)
∫ ∞

0
dt 0∂

1−α
t κ(t), (22)

and leads to the fractional version of the fluctuation-
dissipation theorem,

Dα = ⟨v2⟩
ηα

. (23)

It should be noted that the same relation for phenomenologi-
cal constants Dα and ηα has been found in Ref. 28. For α = 1
one retrieves the standard definition η =

∫ ∞
0 dt κ(t) for the

relaxation constant and for spatially confined diffusion one
obtains

η0 =
∫ ∞

0
dt ∂

(−)
t κ(t) = κ(∞). (24)

Here is has been used that ∂
(−)
t is a left derivative and that

κ(t) = θ (t)κ(t) (θ (t) is the Heaviside function) since the
memory function is causal. On the other hand, it follows from
D0 = ⟨v2⟩/η0 = ⟨u2⟩ that

η0 = κ(∞) = ⟨v2⟩
⟨u2⟩

. (25)

C. Conditions for anomalous diffusion in the time
domain

A further application of the HLK theorem permits the
derivation of conditions for the asymptotic form of the VACF
and its memory function in the time domain. To derive these
conditions we introduce the functions

f (t) =
∫ t

0
dτ cvv (τ ), (26)

g(t) =
∫ t

0
dτ κ(τ ). (27)

One recognizes that f (∞) = D and g(∞) = η in case of nor-
mal unconfined diffusion. Defining the slowly varying func-
tions

L f (t) = αDα L(t), (28)

Lg(t) =
〈
v2

〉

Dα%(2 − α)%(α + 1)L(t)
, (29)

and using that f̂ (s) = ĉvv (s)/s and ĝ(s) = κ̂(s)/s, we obtain
the following equivalences from Eqs. (10) and (20), and from
the HLK theorem (6),

f̂ (s)
s→0∼ L f (1/s)

%(α)
sα

⇔ f (t)
t→∞∼ L f (t)tα−1, (30)

ĝ(s)
s→0∼ Lg(1/s)

%(2 − α)
s2−α

⇔ g(t)
t→∞∼ Lg(t)t1−α. (31)

Note that if L(t) is a slowly varying function, the same is true
for 1/L(t). On account of Eqs. (26) and (27), differentiation of
f (t) and g(t) for large times leads to necessary conditions for
the asymptotic forms of the VACF and its memory function.
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY
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cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
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theorem can be intuitively understood. It states that the di-
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reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that
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which translates by Laplace transform into
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Comparison with Eq. (7) shows that
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tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45
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ρ
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∫ t

0
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The symbol ∂
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t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
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one finds that the fractional diffusion coefficient is given by
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conditions we introduce the functions

f(t) =

∫ t

0

dτ cvv(τ), (26)

g(t) =

∫ t

0

dτ κ(τ). (27)

One recognizes that f(∞) = D and g(∞) = η in case of normal unconfined diffusion.

Defining the slowly varying functions

Lf (t) = αDαL(t), (28)

Lg(t) =
⟨v2⟩

DαΓ(2 − α)Γ(α + 1)L(t)
, (29)

and using that f̂(s) = ĉvv(s)/s and ĝ(s) = κ̂(s)/s, we obtain the following equivalences from

(10), (20), and from the HLK theorem (6),

f̂(s)
s→0
∼ Lf (1/s)

Γ(α)

sα
⇔ f(t)

t→∞

∼ Lf (t)t
α−1, (30)

ĝ(s)
s→0
∼ Lg(1/s)

Γ(2 − α)

s2−α
⇔ g(t)

t→∞

∼ Lg(t)t
1−α. (31)

Note that if L(t) is a slowly varying function, the same is true for 1/L(t). On account of (26)

and (27), differentiation of f(t) and g(t) for large times leads to necessary conditions for the

asymptotic forms of the VACF and its memory function. Observing that limt→∞ t dL/dt = 0,

one obtains

cvv(t)
t→∞

∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞

∼
⟨v2⟩

Dα

sin(πα)

πα

1

L(t)
t−α. (33)

Applying here the HLK theorem again, one can also conclude that (10) follows from (32)

if 1 < α < 2 and that (20) follows from (33) if 0 < α < 1. Therefore (32) and (33)

are also sufficient conditions for superdiffusion and subdiffusion, respectively. The relations

cvv(t)
t→∞

∼ 0 and κ(t)
t→∞

∼ 0, which arise for α = 0, 1 in case of the VACF and for α = 1 in

case of the memory function, indicate the absence of the corresponding algebraic long time

tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme case of subdiffusion, where

α = 0. The fact that the motions of the diffusing particle take place in a restricted volume

8
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lims→0 ĝ(s) =
∫

∞

0 dt g(t), one finds that the fractional diffusion coefficient is given by the

relation

Dα =
1

Γ(1 + α)

∫

∞

0

dt 0∂
α−1
t cvv(t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion constant is retrieved and for

the case α = 0, which describes spatially limited diffusion where limt→∞ W (t) = 2D0, one

obtains

D0 = lim
T→∞

∫ T

0

dt

∫ t

0

dτ cvv(τ) = lim
T→∞

∫ T

0

dτ (T − τ)cvv(τ) = lim
t→∞

W (t)/2. (14)

Since limt→∞ W (t) = 2⟨u2⟩, where ⟨u2⟩ = ⟨x2⟩−⟨x⟩2 is the mean square position fluctuation

of the particle, it follows that

D0 = ⟨u2⟩. (15)

B. Generalized fluctuation-dissipation theorem

In the framework of the generalized Langevin equation developed by Zwanzig,39,40 the

motion of a tagged particle in an isotropic solvent is described by an equation of motion of

the form

v̇(t) = −

∫ t

0

dt′ κ(t − t′)v(t′) + f (+)(t), (16)

where v(t) is the velocity of the particle, κ(t) is the corresponding memory function, and

f (+)(t) a generalized acceleration fulfilling the orthogonality relation ⟨v(t) · f (+)(t′)⟩ = 0. In

contrast to a full Hamiltonian description of the system, the solvent is not described explic-

itly, but both κ(t) and f (+)(t) can be, in principle, expressed by the microscopic dynamical

variables describing the full system. They are thus fully deterministic quantities. For details

the reader is referred to the monograph by Zwanzig40. Due to the orthogonality between v

and f (+), the time evolution of the VACF is described by the integro-differential equation

∂tcvv(t) = −

∫ t

0

dt′ cvv(t − t′)κ(t′). (17)

The Laplace transform of this integral equation can be solved for the Laplace transformed

VACF,

ĉvv(s) =
⟨v2⟩

s + κ̂(s)
, (18)
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III. ILLUSTRATIONS

In the following some examples for spatially unconfined and confined diffusion will be

discussed which illustrate how the various asymptotic forms of the MSD can be generated

from a simple model for the memory function associated to the VACF, i.e. from different

types of “cages”.

A. Free diffusion

The memory function for confined diffusion is assumed to have the form

κf (t) = Ω2M(α, 1,−t/τ), (39)

where M(a, b, z) is Kummer’s hypergeometric function,47 Ω has the dimension of a frequency

and τ > 0 sets the time scale. The Kummer function is regular in the whole complex plane

and it has the properties M(0, b, z) = 1 and M(a, a, z) = exp(z). If α is varied between

0 and 1, the model thus interpolates between a constant and an exponentially decaying

memory function. It is worthwhile noting that the latter model has been proposed long time

ago by Berne et al.48 to qualitatively describe the VACF of simple liquids obtained from

molecular dynamics simulations.49

Due to the analytical properties of the Kummer function the Laplace transform of κf(t)

has a particularly simple form,

κ̂f (s) = Ω2

{

τα

s1−α

1

(sτ + 1)α

}

, (40)

showing that

κ̂f (s)
s→0
∼ Ω2ταsα−1. (41)

From the general form (20) of the Laplace transformed memory function one can thus

conclude that α is the exponent for the asymptotic growth of the MSD with time, W (t) ∼

2Dαtα, and that the fractional diffusion constant for the model is given by

Dα =
⟨v2⟩

Γ(1 + α)Ω2τα
. (42)

It follows, moreover, from the asymptotic form of the Kummer function for large arguments z
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that

κf(t)
t→∞

∼

⎧

⎪

⎨

⎪

⎩

Ω2 (t/τ)−α

Γ(1−α) , α ̸= 1,

Ω2 exp(−t/τ), α = 1.
(43)

These properties are compatible with condition (33), noting that an exponential decay

amounts to saying that κ(t) ∼ 0 for large times. Fig. 1 shows the normalized model memory

function, κf (t)/κf(0), for α = 1/2, 1, 3/2 (dashed, solid, and dotted line, respectively). One

notices the positive log time tail in case of subdiffusion and the negative long time tail in

case of superdiffusion. Here and in the following τ is set to one arbitrary time unit.

The VACFs and the MSDs corresponding to (39) have been computed by inverse Laplace

transform of expressions (18) and (9), respectively, using computer aided symbolic calcu-

lation.50 For this purpose the analytical expression (40) for κ̂(s) was replaced by a Padé

approximation,

κ̂f (s) ≈

∑Ma

k=0 ak(s − s0)k

∑Mb

k=0 bk(s − s0)k
, (44)

in order to obtain rational expressions for ĉvv(s) and Ŵ (s). Choosing s0 = 1 and Ma =

Mb = 7, the relative error of the inverse Laplace transform of (44) compared to the exact

form (39) is smaller than 5 × 10−3 for 0 ≤ t < 50 τ . The calculations were performed with

Ω = 1.5/τ and ⟨v2⟩ = 1/τ 2. Fig. 2 show the results for the VACFs, where the positive long

time tail in the VACF corresponding to superdiffusive motion (dotted line) is well visible.

The corresponding MSDs are displayed in Fig. 3 (solid lines), together with the the limiting

forms, W∞(t) = 2Dαtα and the common ballistic short time form, Wb(t) = ⟨v2⟩t2 (dotted

lines). The above results demonstrate that the model memory function generates all regimes

for unconfined diffusion and that the general conditions (32) and (33) for the asymptotic

forms of the VACF and the memory function, respectively, are fulfilled.

B. Spatially confined diffusion

The memory function for spatially confined diffusion is chosen to be

κc(t) = Ω2 {r + (1 − r)M(β, 1,−t/τ)} , (45)

where 0 < r < 1 and 0 < β ≤ 1. It resembles the one for unconfined subdiffusion, but in

contrast to the latter it decays to a finite plateau value, κc(∞) = Ω2r. Its asymptotic form

12
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asymptotic forms of the VACF and its memory function. Observing that limt→∞ t dL/dt = 0,

one obtains

cvv(t)
t→∞

∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞

∼
⟨v2⟩

Dα

sin(πα)

πα

1

L(t)
t−α. (33)

Applying here the HLK theorem again, one can also conclude that (10) follows from (32)

if 1 < α < 2 and that (20) follows from (33) if 0 < α < 1. Therefore (32) and (33)

are also sufficient conditions for superdiffusion and subdiffusion, respectively. The relations

cvv(t)
t→∞

∼ 0 and κ(t)
t→∞

∼ 0, which arise for α = 0, 1 in case of the VACF and for α = 1 in

case of the memory function, indicate the absence of the corresponding algebraic long time

tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme case of subdiffusion, where

α = 0. The fact that the motions of the diffusing particle take place in a restricted volume

8

α=0 No long 
time tail
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DOS from neutron scattering experiments
8 1. INFORMATION FROM NEUTRON SCATTERING

k0

k

detectors

sample

θ

d²σ
dΩdωk0

k q
θ

FIGURE 1. Sketch of a neutron scattering experiment. The neu-
trons hit the sample with an energy E0 = !2k2

0/2m and leave it
with E = !2k2/2m after the collision. The vectors k0 et k are the
corresponding momenta in units of !.

where I(q, t) is the intermediate scattering function. I(q, t) can be split into a
coherent and an incoherent part,

I(q, t) = Icoh(q, t) + Iinc(q, t) , (10)

where Icoh(q, t) and Iinc(q, t) are defined as

Icoh(q, t) =
∑

α,β

bα,cohbβ,coh

〈
exp

(
iqT · Rβ(t)

)
exp

(
−iqT · Rα(0)

)〉
, (11)

Iinc(q, t) =
∑

α

b2
α,inc

〈
exp

(
iqT · Rα(t)

)
exp

(
−iqT · Rα(0)

)〉
, (12)

respectively. The symbol ⟨. . .⟩ denotes a quantum statistical average over a
thermodynamic ensemble, and Rα is the position operator of atom α. The
quantities bα,coh et bα,inc are the coherent and incoherent scattering length, re-
spectively, of atom α. They have values of the order of a fm (1 fm = 10−15 m),
which is about the size of an atomic nucleus. The total scattering cross section of
atom α is given by

σα,tot = 4π
(
b2
α,coh + b2

α,inc

)
, (13)

and refers to a bound atom.

d2�

d�d⇥
=

k

k0
S(q,⇥)

g(!) = lim
q!0

!2

q2
S(q,!)

S(q,!) ⇡ 1

2⇡

Z +1

�1
dt e�i!t

D
e�iq·(r(t)�r(0))

E

ps-ns time scale
GHz-THz freq. scale

q = k0 � k = (p0 � p)/~ ! = (E0 � E)/~
energy transfer:momentum transfer:

emits a γ-ray with energy EMö = 14.412497 keV and a mean life
τMö = 141 ns corresponding to a rate coefficient kMö = 1/τMö =
7.1 × 107 s−1 and a natural line width ΓMö = 4.66 neV. Usually,
the 57Fe nucleus recoils; the emitted gamma ray loses the recoil
energy and shifts out of resonance with the 14.4-keV transition.
However, if the 57Fe atom is embedded in a solid, some of the
atoms do not recoil so that the emitted gamma rays carry the full
energy EMö and have the natural line width ΓMö. The Mössbauer
spectrum is measured by the transmission of γ-rays from a 57Fe
source moving with a velocity v through a stationary sample
containing 57Fe embedded for instance in a protein and kept at
the temperature T. A fraction f(T) of the incoming recoilless

Mössbauer photons elastically excites the 14.4-keV level. In
the thin-absorber limit the transmission Tr(ΔE) is related to the
scattering amplitude S(ΔE) by Tr (ΔE) = 1 − const. S(ΔE),
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Fig. 1. (A) Conventionally the elastic line and the quasielastic band in
neutron scattering are treated as separate phenomena. (B) The broad
band is usually assumed to be composed of Lorentzians of different widths
and amplitudes, centered at ΔE = 0 (black curves). The sum is shown in red.
(C ) The proposed model (ELM) is composed of a very large number of
narrow, shifted Lorentzians and has no separate elastic line. B and C
adapted from ref. 4.
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Fig. 2. (A) Energy spectrum of perdeuterated metmyoglobin measured
with QENS (red circles). The resolution function R(E) is scaled to maximum at
zero energy and assumed to be approximately Gaussian (blue lines). The
spectrum involves 72% H atoms from hydration water and 28% from the
protein. Adapted from Achterhold et al. (6). (B) Mössbauer spectrum for car-
bonmonoxy–myoglobin at low temperature. Adapted from ref. 9. (C) The
spectrum measured using the Mössbauer effect for hydrated metmyoglobin at
295 K. Adapted from ref. 10. Hydration is 0.4 for A and C. Note the different
energy scales in A and B.
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Experimental Evidence for the Long-Time Decay of the Velocity Autocorrelation in Liquid Sodium

Chr. Morkel, Chr. Gronemeyer, and W. Glaser '
Physik-Department, Technische Uiversitat Munchen, D-8046 Garching, West Germany

and

J. Bosse
Fachbereich Physik, Freie UniI ersitat Berlin, D-1000 Berlin 33, West Germany

(Received 22 December 1986)

Incoherent inelastic neutron-scattering experiments on liquid sodium at high temperature revealed
that atomic motions in simple liquids are governed by hydrodynamic shear modes leading to measurable
deviations from Fick's law of diAusion. The experiments for the first time verify earlier predictions of a
"long-time tail" behavior of the velocity-autocorrelation function of liquid particles as derived from
computer-simulation data and theory. A proper analysis of the experimental data demonstrates the ex-
istence of a corresponding low-frequency cusp in the velocity-autocorrelation spectrum.

PACS numbers: 66.10.Cb, 66.20.+d

There is a long-standing interest in single-particle be-
havior in simple liquids since a distinct coupling eftect
between a single moving particle and its liquid environ-
ment has been first observed in computer simulations, '
where it was found that the velocity-autocorrelation
function (VAF) of the liquid particles varies as r ~ for

This effect was explained within a simple hydro-
dynamic picture taking long-living difusive shear excita-
tions in the liquid into account. Shear modes generated
by the moving particle in its surroundings act back on
the particle itself at a later time, thus leading to a slower
decay of the velocity-autocorrelation function (v; (0)
v; (r )). This feature of single-particle motion is well de-
scribed by mode-coupling theory developed in the last
years. This hydrodynamically founded theory has
been supposed to be valid only at very low momentum
transfers hg (Q (0.1 A '). But it will be shown here
that hydrodynamic behavior of single-particle motion in
liquid sodium at high temperatures extends up to Q
values of the order of 1 A
As a consequence we restrict ourselves in this Letter to

the hydrodynamic low-Q region (Q ~ 1 A ) which in
addition requires high energy resolution (hE ~ 0.05
meV), whereas in earlier attempts much larger Q values
and poorer energy resolutions have been used. Further,
this study of mode-coupling effects in a simple liquid was
performed at high temperature (T =803 K) and not as
in previous experiments near the triple point, where
these eAects are very small, as will become clearer below.
A convenient experimental technique for the study of

atomic motions on the time and space range of interest is
neutron scattering. A neutron-scattering experiment
determines the scattering law S(g, ai), the Fourier trans-
form of the space- and time-dependent density correla-
tion function. Incoherent scattering projects out Ss(Q,
co), the self-part of this function, which is well character-
ized by reduced half-width y(Q) and peak height X(Q)

z(g) =~DQ's, (g, o). (2)

Both quantities are normalized to ordinary diA usion
(Fick's law), for which Sq(q, co) is a simple Lorentz-
ian of half-width co~yz(Q) =DQ and peak height
s, (g, o) =(~DQ') -'.
Fick s law is assumed to be rigorously valid in the lim-

it Q 0. Deviations from Fick's law at finite wave
numbers due to mode-coupling eAects in liquids can be
described via a generalized Q- and ai-dependent diffusion
coefficient D(g, z =co+ io) in the expression for the
scattering law:

S (Q, co) = —x ' Im[co+Q D(g, z)] (3)

Explicit expressions for D(g, z) at small Q have been
worked out and can be used to calculate the reduced
half-width y(Q) defined above. The asymptotic low-Q
result is

~(g) =1—ag,
with a =(kaT/16rrmnD )H(b'),

(4)

H (6) = 1.453 166 [1—0.72766—.. . ]
kq the Boltzmann's constant, T the absolute tempera-
ture, mn the mass density of the liquid, and 8=D/
(D+DT), where DT is the kinematic viscosity.
For the reduced peak height Z(Q) the same analysis

yields

Z(g) =1+bg, (s)

defined as

) (Q) =~,»(g)/Dg',
where rd~~z(Q) is the measured half-width of Ss (Q, co) at
constant Q, D is the self-diffusion coefficient of the
liquid, and

1987 The American Physical Society 1873
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FIG. 1: Simulated models for the POPC bilayer. The left part
of the figure shows the atomic resolution model, which has
been simulated with the OPLS force field, and the right part
displays the coarse-grained model, which has been simulated
with the MARTINI force field.

FIG. 2: Log-log plot of the average MSD for the lateral center-
of-mass motion of the lipid molecules. The blue and red dots
correspond, respectively, to the MSD values for the atomic
resolution and the coarse-grained system and the associated
dashed lines represent the fits of Expression (1). The fit for the
atomic resolution system was performed for t > 0.5ns. More
explanations are given in the text and the resulting parameters
are presented in Table I.

exhibit lateral subdiffusion.9 Similar results have been
found for other types of lipid bilayers, using MD
simulations10–12 and experimental techniques.13,14 For
our study we use two simulation models (for details we
refer to Ref. [9]):

1. An atomic resolution model (left part of Fig. 1),
where atomic interactions are described by the
OPLS force field.15,16 In total 274 POPC lipid
molecules are immersed in a solvent of 10471 wa-
ter molecules and the corresponding production
runs have been performed for 150 ns.

2. A coarse grained model, where each lipid
molecule is represented by 13 beads and four wa-
ter molecules are combined into one “water bead”
(right part of Fig. 1). The interactions are here
described by the MARTINI force field17,18 and
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FIG. 3: Normalized molecule-averaged VACF for the lat-
eral center-of-mass motion of the POPC molecules. The blue
line corresponds to the all atom model and the red line to
the coarse grained model. The inset shows the correspond-
ing Fourier spectra, g(!), where the thin and blurred lines cor-
respond, respectively, to the computation of g(!) by a win-
dowed discrete Fourier transform and by maximum entropy
estimation.

we simulated a bilayer consisting of 2033 POPC
lipid molecules in a solvent of 57952 water beads
(231808 water molecules). The corresponding sim-
ulation runs have been performed for 600 ns.

For all MD simulations we used the GROMACS pack-
age,19 setting the temperature to 310 K for the all-atom
system and to 320 K for the coarse-grained system. The
slight temperature increase in the latter case was chosen
to compensate for the fact that the effective lipid masses
in the coarse grained model are about 25 % higher.9

From the MD trajectories we computed first the lateral
MSD for the center-of-mass of the lipid molecules. For
this purpose we averaged over the contribution of all
lipid molecules, W (n) = 1

N

PN
↵=1 W

(↵)
vv (n), where

W (↵)
vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)(k + n)� x(↵)(k)
���
2
.

(8)
Here N is the total number of lipid molecules and Nt

is the number of time frames in the analysis. We use
the short notation x(k) ⌘ x(k�t) etc., where �t is the
sampling time step. To obtain reliable estimations of the
MSDs the lag time was limited to n  Nt/10.

In a second step, we computed the center-of-mass
VACF by averaging again over all molecular contribu-
tions, cvv(n) = 1

N

PN
↵=1 c

(↵)
vv (n), where

c(↵)vv (n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

v(↵)(k) · v(↵)(k + n). (9)

The subsequent analyses had to be limited to a maxi-
mum lag time of 100 ps, since statistical noise is domi-
nating beyond that limit.

T = 310 K, p = 1 atm, 150 ns,
274 POPC lipid molecules 
+ 10471 water molecules

T = 320 K, p = 1 atm, 600 ns,
2033 POPC lipid molecules 
+ 231808 water molecules

MD simulations of lipid bilayers with all-atom and coarse-grained force fields 

[1] S. Stachura and G. R. Kneller, 
Mol Simulat, vol. 40, no. 1– 3, pp. 
245–250, 2014.

[2] S. Stachura and G. R. Kneller, 
J. Chem. Phys. Vol. 143, pp 
191103, 2015.
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Fig. 3. Left: Molecule-averaged MSD for the lateral center-of-mass di↵usion of
POPC molecules from the coarse-grained model, where circles refer to the NPT -
ensemble and square to the the NApzT -ensemble, and the fit of model (14) (solid
line). The inset displays the MSD for the all-atom model on the same time scale
(circles) together with the fit of model (14) (solid line). Right: Molecule averaged
lateral MSDs for POPC from the coars-grained model on a longer time scale. The
legend is the same as in the left part of the figure. The inset shows that the MSDs
for the NV T -ensemble and the NApzT -ensemble cannot be distinguished on short
time scales.

converted) in Ref. [10] is approximately D↵ = 0.02 nm2
/ns↵ and thus

clearly of the same order of magnitude. This is an interesting result since
fluorescence correlation spectroscopy explores the millisecond to second time
scale, which is about 7 orders of magnitude larger than than time scale of
MD simulations.

AA CG

Fig. 4. Simulated all-atom and coarse-
grained systems for a POPC bilayer.

The accessible time scale to
simulations can be extended by
using coarse-grained models, in
which several atoms are grouped
into one “pseudo-atom”, and such
simulations for fully hydrated
POPC (1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine) bilayers
have been recently performed [36],
comparing the results obtained
from MD simulations with the
all-atom OPLS force field [37, 38]
and the coarse-grained MARTINI
force field [39, 40]. All simulation
details can be found in Ref. [36]
and here only the most important
parameters are reported. The all-atom system comprises a bilayer of 274

Compare the low freq. DOS for POPC simulations with an 
all-atom (OPLS) and a coarse-grained (MARTINI) force field:

S. Stachura and G.R. Kneller, J .Chem. Phys., vol. 143, p. 191103, 2015.

Precise calculation of the low-frequency DOS

g(!) =

Z 1

0
dt cos(!t)cvv(t)

!⌧1/⌧v⇠ nD↵ !1�↵ sin
⇣⇡↵

2

⌘
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FIG. 1: Simulated models for the POPC bilayer. The left part
of the figure shows the atomic resolution model, which has
been simulated with the OPLS force field, and the right part
displays the coarse-grained model, which has been simulated
with the MARTINI force field.
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FIG. 2: Log-log plot of the average MSD for the lateral center-
of-mass motion of the lipid molecules. The blue and red dots
correspond, respectively, to the MSD values for the atomic
resolution and the coarse-grained system and the associated
dashed lines represent the fits of Expression (1). The fit for the
atomic resolution system was performed for t > 0.5ns. More
explanations are given in the text and the resulting parameters
are presented in Table I.

found for other types of lipid bilayers, using MD
simulations12–14 and experimental techniques.15,16 For
our study we use two simulation models (for details we
refer to Ref. [11]):

1. An atomic resolution model (left part of Fig. 1),
where atomic interactions are described by the
OPLS force field.17,18 In total 274 POPC lipid
molecules are immersed in a solvent of 10471 wa-
ter molecules and the corresponding production
runs have been performed for 150 ns.

2. A coarse grained model, where each lipid
molecule is represented by 13 beads and four wa-
ter molecules are combined into one “water bead”
(right part of Fig. 1). The interactions are here
described by the MARTINI force field19,20 and
we simulated a bilayer consisting of 2033 POPC
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FIG. 3: Normalized molecule-averaged VACF for the lat-
eral center-of-mass motion of the POPC molecules. The blue
line corresponds to the all atom model and the red line to
the coarse grained model. The inset shows the correspond-
ing Fourier spectra, g(!), where the thin and blurred lines cor-
respond, respectively, to the computation of g(!) by a win-
dowed discrete Fourier transform and by maximum entropy
estimation.

lipid molecules in a solvent of 57952 water beads
(231808 water molecules). The corresponding sim-
ulation runs have been performed for 600 ns.

For all MD simulations we used the GROMACS pack-
age,21 setting the temperature to 310 K for the all-atom
system and to 320 K for the coarse-grained system. The
slight temperature increase in the latter case was chosen
to compensate for the fact that the effective lipid masses
in the coarse grained model are about 25 % higher.11

From the MD trajectories we computed first the lateral
MSD for the center-of-mass of the lipid molecules. For
this purpose we averaged over the contribution of all
lipid molecules, W (n) = 1

N

PN
↵=1 W

(↵)
vv (n), where

W (↵)(n) ⇡ 1

Nt � |n|

Nt�|n|�1X

k=0

���x(↵)(k + n)� x(↵)(k)
���
2
.

(8)
Here N is the total number of lipid molecules and Nt

is the number of time frames in the analysis. We use
the short notation x(k) ⌘ x(k�t) etc., where �t is the
sampling time step. To obtain reliable estimations of the
MSDs the lag time was limited to n  Nt/10.
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nating beyond that limit.
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FIG. 2. Log-log plot of the average MSD for the lateral center-of-mass
motion of the lipid molecules. The blue and red dots correspond, respectively,
to the MSD values for the atomic resolution and the coarse-grained system
and the associated dashed lines represent the fits of expression (1). The fit for
the atomic resolution system was performed for t > 0.5 ns. More explanations
are given in the text and the resulting parameters are presented in Table I.

inset correspond to the estimation by a windowed discrete
Fourier transform and the blurred lines to the maximum
entropy estimation. One recognizes that both methods lead to
very similar results for the overall form of the DOS. Figs. 4
and 5 display the interesting low frequency part in log-log
form, separating the results obtained by a WDFT (Fig. 4)
and by MEE (Fig. 5). In Fig. 4 the continuous lines represent
interpolations of the discrete Fourier spectrum and in Fig. 5
function (12). In both figures the dots represent the sampled
values which have been used for the fit of relation (5). These
have been chosen in a frequency domain where the spectra
appear as linear functions of !, such that relation (5) is
applicable. This is visibly in the sub-THz range and may be
quantified through

!⌧v ⌧ 1, with ⌧v =

 
D↵

h|v2|i ,
! 1

2�↵
, (13)

where the time scale ⌧v is in the ps regime.12 For the atomic
resolution model one observes for both spectral estimation
methods a deviation of g(!) towards a constant, as !
approaches zero. This indicates the onset of an apparent
normal di↵usion due to increasing statistical errors in the
MSD with increasing lag time. In case of the coarse-grained
simulation model this e↵ect is also slightly visible for the

TABLE I. Fit parameters ↵ and D↵ (nm2/ps↵), obtained by fits of (a)
expression (1) to the MSD, (b) expression (5) to g (!) from a windowed
discrete Fourier transform, (c) expression (5) to g (!) from maximum entropy
estimation. Here, AA stands for “all atom” and CG to “coarse-grained.”

↵ MSD WDFT MEE

AA 0.700 ± 0.003 0.426 ± 0.007 0.406 ± 0.018
CG 0.516 ± 0.002 0.452 ± 0.003 0.466 ± 0.012

D↵ MSD WDFT MEE

AA 0.0160 ± 0.0001 0.0225 ± 0.0003 0.0205 ± 0.0007
CG 0.0555 ± 0.0003 0.0466 ± 0.0004 0.0394 ± 0.0012

FIG. 3. Normalized molecule-averaged VACF for the lateral center-of-mass
motion of the POPC molecules. The blue line corresponds to the all atom
model and the red line to the coarse-grained model. The inset shows the
corresponding Fourier spectra, g (!), where the thin and blurred lines cor-
respond, respectively, to the computation of g (!) by a windowed discrete
Fourier transform and by maximum entropy estimation.

WDFT but completely absent for the MEE. Here, the log-log
plot reveals, in contrast, some certainly unphysical oscillations
in the very low frequency region of the DOS, which can be
attributed to “all-pole” form (12).

Table I resumes the results for the parameters ↵ and D↵.
We note first that the WDFT and the MEE method yield very
similar results, but in case of the atomic resolution model clear
di↵erences can be observed between the fit parameters which
have been obtained by the MSD and the DOS method. The
lipid molecules in the coarse-grained model di↵use, moreover,
faster than in the atomic resolution model, which also well
visible in Fig. 2. We attribute here both the enhanced di↵usion
and the faster approach to the di↵usive regime to the reduced
number of interaction sites in this model and the resulting
reduced entanglement. The e↵ect of enhanced di↵usion has
already been described in the first article on the MARTINI
force field,19 but more interesting here is that the DOS and the
MSD method lead here to more consistent estimations of ↵
and D↵ than for the atomic resolution model. The problem in
the latter case is that the limited usable lag time of the VACF
(100 ps) does not fall into the asymptotic di↵usive regime

FIG. 4. Low frequency part of g (!) estimated by a windowed discrete
Fourier transform for the all atom model (blue solid line) and for the coarse-
grained model (red solid line). The dots indicate the values which have been
chosen for the fits of relation (12) and the resulting fits are indicated as dashed
lines.
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-
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the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t
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dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)
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FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= ⟨v2⟩, we define

τVACF =
(

Dα

⟨v2⟩

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of ⟨v2⟩ = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

≫ τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.
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indicate a persistent tendency of the diffusing molecules to
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calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
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To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages
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where #(.) is the Gamma function21 and 0∂
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= d/dt
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0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= ⟨v2⟩, we define
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Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of ⟨v2⟩ = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

≫ τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
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%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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FIG. 1. Simulated system consisting of a bilayer of 2 × 64 DOPC lipid
molecules and 3840 water molecules (light-grey).

Here Nmol denotes the number of lipid molecules, Nt is the
number of time steps in the MD trajectory, and x(n) ≡ x(n!t),
with !t being the sampling time step. The results for two dif-
ferent lag time scales (1 ns and 30 ns) are shown in Figs. 2 and
3, respectively, where dots correspond to the simulated MSDs
and solid lines to the fits of expression (1). The fit parame-
ters are α = 0.52, Dα = 0.107 nm2/nsα for the fit in Fig. 2
and α = 0.61, Dα = 0.101 nm2/nsα for the fit in Fig. 3. We
have also performed an analysis for an intermediate lag time
scale of 5 ns (not shown here), which lead to α = 0.56, Dα

= 0.110 nm2/nsα . The insets of Figs. 2 and 3 show the spread
of the MSDs for the individual molecules. The rapid increase
of the latter with the lag time spots the problem of statistical
reliability, if the lag time becomes comparable with the length
of the simulation trajectory. The form of the spread gives
also a hint to appropriate stochastic models describing the
observed subdiffusion, such as (ergodic) fractional Brownian
motion (fBM) and the (non-ergodic) continuous time random
walk.18 Here, one has to make the assumption that the average
over all molecules corresponds to a true ensemble average.
The observed Gaussian shape of the distribution functions
shown in Figs. 2 and 3 supports that the lateral subdiffusion
of the DOPC molecules can be described by fBM. In recent
experimental studies, both models have been used to describe
experimental data for trajectories of diffusing molecules.7–9

We note finally that the fractional diffusion constant found
for the lateral diffusion of lipid molecules in the giant vesi-
cles studied in Ref. 4 is Dα = 0.088 ± 0.007 nm2/nsα for
α = 0.74 ± 0.08. Although the lipid bilayer considered in
this study consisted of different lipid molecules (dilauroyl-sn-
glycero-3-phosphocholine or DLPC), the measured diffusion
coefficient shows that the results for Dα obtained in our sim-
ulation study of DOPC are of the right order of magnitude.

In the following, we further analyze the lateral center-of-
mass dynamics of the DOPC molecules in the framework of
the GLE.12 The velocity autocorrelation function (VACF) of a
tagged molecule, c(t) ≡ ⟨v(0) · v(t)⟩, fulfills then the integro-

FIG. 2. Simulated molecule-averaged MSD for the lateral CM diffusion of
the DOPC molecules (dots) and fit of model (1) (solid line). The fitted frac-
tional diffusion coefficient is Dα = 0.107 nm2/nsα for α = 0.52. The inset
shows the distribution of δW(t) = Wj(t) − W(t) for t = 0.1 ns, t = 0.5 ns,
and t = 1 ns (with increasing width). In the main figure the corresponding
average MSD values are indicated by triangles.

differential equation

∂t c(t) = −
∫ t

0
dt ′ κ(t − t ′)c(t ′), (4)

where κ(t) is the corresponding memory kernel. Formally,
the latter can be derived from the microscopic Hamiltonian
dynamics of the system under consideration (tagged particle
plus the environment). Using that the MSD and the VACF are
related through19

W (t) = 2
∫ t

0
dτ (t − τ )c(τ ), (5)

one can derive characteristic long-time tails for the VACF and
its memory function,20

c(t) t→∞
∼ Dαα(α − 1)tα−2, (6)

κ(t) t→∞
∼

⟨v2⟩
Dα

sin(πα)
πα

t−α, (7)

FIG. 3. As Fig. 2, but for a maximum time lag of 30 ns. Here, the fitted
fractional diffusion coefficient is Dα = 0.101 nm2/nsα for α = 0.61 and the
inset shows the spread of the molecular MSDs at t = 5 ns, t = 15 ns, and
t = 30 ns.
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FIG. 4. Normalized simulated VACF for the lateral CM motion of the DOPC
molecules. The inset shows the superposition of the simulated VACF (dots)
with the long-time tail (6) (solid line). Here it is taken into account that c(0)
= 1, and the characteristic time scale defined according to Eq. (11) is τVACF
= 0.35 ps.

which are to be considered as necessary conditions for anoma-
lous diffusion. Expressions (6) and (7) are also sufficient con-
ditions in case of super- and subdiffusion, respectively. For
subdiffusion, the theory predicts thus a negative long-time
tail for the VACF and a positive long-time tail for the mem-
ory function. Negative values of the VACF for large time lags
indicate a persistent tendency of the diffusing molecules to
invert their direction of motion and thus a tendency to stay lo-
calized. In agreement with this interpretation, Eq. (4) shows
that the inversion of the direction of motion is favored by posi-
tive values of the memory function. In this context, it is worth-
while noting that the VACF for fBM, which can be defined for
a coarse-grained velocity, decays asymptotically also as tα − 2,
with c(t) < 0.9

To investigate the existence of a long-time tail in the
VACF, we estimated the contributions of the individual
molecules again through time averages

cj (n) ≈ 1
Nt − n

Nt−n−1∑

k=0

vj (k) · vj (k + n) (8)

and calculated the VACF as an average over the individual
contributions,

c(n) = 1
Nmol

Nmol∑

j=1

cj (n). (9)

The results are shown in Fig. 4, where the VACF has been nor-
malized such that c(0) = 1. The inset shows that the computed
VACF (dots) is in good agreement with the long-time tail (6)
(solid line) if t > 1 ps. In this comparison, the normalization
of the VACF has been taken into account. The asymptotic
regime of the VACF is defined with respect to a correspond-
ing typical time scale, τVACF. For normal diffusion, this time
scale can be obtained via τVACF =

∫ ∞
0 dt c(t)/c(0). To gener-

alize this estimation for arbitrary α we use that the fractional
diffusion constant can be written as20

Dα = 1
#(1 + α)

∫ ∞

0
dt 0∂

α−1
t c(t), (10)

FIG. 5. Memory function associated with the VACF shown in Fig. 4. The
inset shows the superposition of the calculated memory function (dots) with
the corresponding long-time tail (7) (solid line). The characteristic time scale
defined according to Eq. (14) is τmem = 2.4 fs.

where #(.) is the Gamma function21 and 0∂
α−1
t c(t)

= d/dt
∫ t

0 dt ′ #(α)−1(t − t ′)α−1c(t ′) is the fractional Rieman-
Liouville derivative22 of order 1 − α of c(t). Noting that c(0)
= ⟨v2⟩, we define

τVACF =
(

Dα

⟨v2⟩

)1/(2−α)

. (11)

Using α = 0.61, Dα = 0.101 nm2/nsα , and a thermal mean
square velocity of ⟨v2⟩ = kBT /M = 6.55 × 10−3 nm2/ps2 at
T = 310 K, yields τVACF = 0.35 ps. Here kB is the Boltzmann
constant, T is the absolute temperature in Kelvin, and M is
the mass of a single DOPC molecule. What exactly means t

≫ τVACF can be seen from Fig. 4, which shows that the
asymptotic regime starts at t ≈ 1 ps, corresponding to t ≈
3 τVACF. On account of relation Eq. (5), this time scale also
defines the onset of the asymptotic regime of the MSD. Since
τVACF is much smaller than the time scale on which the MSD
varies notably, expression (1) can be in practice fitted for the
whole time scale, 0 ≤ t < ∞. This has been tacitly assumed
in the fits of the MSDs described earlier.

To compute the memory function, we started from the
discretized form of Eq. (4),

c(n + 1) − c(n)
%t

= −
n∑

k=0

%t wkc(n − k)κ(k), (12)

where w0 = wn = 1/2 and wk = 1 for k = 1, . . . , n − 1
(Simpson integration scheme). Equation (12) can be consid-
ered as a linear of system of equations for κ(0), κ(1), κ(2),
etc., which can be solved recursively. The result is shown in
Fig. 5, where the inset shows the long-time tail (dots) together
with the analytical form (7) (solid line). Although the mem-
ory function decays very rapidly to almost zero compared to
its initial value, it is exactly the remaining positive long-time
tail which makes the diffusion process subdiffusive. We note
that the agreement between the long-time tail of the memory
function and the theoretical prediction is less good as for the
VACF. A reason might be that the memory function is not well
resolved for short times and that errors in the VACF are accu-
mulated through the recursive calculation of κ(n). The typical
time scale for the memory function can be defined along the
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Asymptotic regimes 
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Some algorithms



Fast correlation algorithm
Correlation theorem of the Fourier transform

The correlation theorem of the Fourier transform reads
Z +1

�1
dt f (t + ⌧)g⇤(⌧) =

1

2⇡

Z +1

�1
d! f̃ (!)g̃⇤(!)e i!t

where

f̃ (!) =

Z +1

�1
d! f (t)e�i!t ,

f (t) =
1

2⇡

Z +1

�1
d! f̃ (!)e i!t ,

is the Fourier transform pair of f .

Calculation of time correlation functions -
an « efficient detour » via Fourier space



Computing autocorrelation functions efficiently by FFTFast correlation algorithm
Fast Correlation Algorithm

The discrete version of the correlation theorem,

Nt�1X

k=0

f (n + k)g⇤(k) =
1

Nt

Nt�1X

k=0

F (k)G ⇤(k)e2⇡i
nk

Nt

F (k)
FFT
=

Nt�1X

n=0

f (n)e�2⇡i nk
Nt ,

can be used to compute correlation functions by a “detour” via a
Fast Fourier Transform (FFT), which reduces the complexity from
N

2
t to Nt log2 Nt , Nt being the number of frames in the discrete

signals. To avoid spurious correlations due to periodicity, use zero
padding,

f (n) ! fp(n) =

(
f (n) if 0  n  Nt � 1,

0 if Nt  n  2Nt � 1.

Compute atomic site VACFs froma
SPC/E water MD trajectory

Functions

Remove periodic boundary conditions

In[1]:= RemovePBC =

Function[{x, box}, Module[{dx, dxCorr, xout, Nt, i}, dx = Differences[x];
dxCorr = Table[Which[dx〚i〛 > box〚i〛 /2, dx〚i〛 - box〚i〛, dx〚i〛 < -box〚i〛/2, dx〚

i〛 + box〚i〛, -box〚i〛 /2 ≤ dx〚i〛 ≤ box〚i〛/2, dx〚i〛], {i, 1, Length[dx]}];
xout = Accumulate[dxCorr] + x〚1〛]];

Autocorrelation of a discrete and equidistantly sampled signal

In[2]:= AC = Function[{x}, Module[{Nt, xp, yp, ac}, Nt = Length[x];
xp = PadRight[x, 2 *Nt];
yp = Fourier[xp, FourierParameters  {1, -1}];
ac = Re[InverseFourier[Conjugate[yp] *yp, FourierParameters  {1, -1}]]]];

MSD of a discrete and equidistantly sampled trajectory

In[3]:= MSD = Function[{x}, Module[{Nt, Sab, SumSq, dsq, msd}, Nt = Length[x];
dsq = x^2;
SumSq = 2*x.x;
Sab = AC[x];
msd = Table[0., {i, 1, Nt}];
Do[SumSq = SumSq - dsq〚m〛 - dsq〚Nt - 2 - m〛;
msd〚m〛 = (SumSq - 2 Sab〚m〛)/(Nt + 1 - m), {m, 2, Nt}];

msd]];

Read MD trajectory
I n [ ] : = SetDirectory[NotebookDirectory[]]

Out [ ] =

/Users/geraldkneller/cheverny/nMoldyn/WebNmoldyn

I n [ ] : = InputFile = "Trajectories/spce300K_NVE.nc"
Out [ ] =

Trajectories/spce300K_NVE.nc
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Compute atomic site VACFs froma
SPC/E water MD trajectory

Functions
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66 3. DIFFUSIVE MOTIONS IN SIMPLE LIQUIDS

on spectral estimation techniques for discrete signals and will be presented in
the following.

2.1. Autoregressive model. In the following we consider the velocity tra-
jectory of a tagged particle in a liquid as a discrete signal of infinite length,

v(n) ⇥ v(n�t), n ⇤ Z. (III.19)

Here �t is the sampling time step, which is a multiple of the MD simulation
time step. We consider now the representation of the signal v(n) by an autore-
gressive model (AR model) of order P ,

v(n) =
P�

k=1

a(P )
k v(n� k) + ⇥P (n) (III.20)

The coefficients {a(P )
k } are real and ⇥(n) is white noise with amplitude ⇤P ,

⌃⇥P (n)⌥ = 0, (III.21)
⌃⇥P (n)⇥P (n�)⌥ = ⇤2

P �nn� . (III.22)

If P = 1 the AR model describes a Markov process, more precisely an
Ornstein-Uhlenbeck process. The P + 1 coefficients {a(P )

k , ⇤P} are to be de-
termined from the signal v(n). For this purpose we can use relation (III.22).
Multiplying eq. (III.20) by v(n�j) and performing an ensemble average yields
the Wiener-Hopf equations for the coefficients a(P )

k :

P�

j=1

cvv(|j � k|�t)a(P )
k = cvv(j), k = 1 . . . P (III.23)

It is assumed that v(t) is a stationary stochastic process, such that ⌃v(t1)v(t2)⌥ =
⌃v(t1�t2)v(0)⌥. Since ⇥P (.) is supposed to be white noise it is not correlated with
preceding values of v, and therefore ⌃⇥P (n)v(n� k)⌥ = 0 for k = 1 . . . P . Multi-
plication of (III.20) with v(n) and averaging fixes the variance of the noise,

⇤2
P = cvv(0)�

P�

k=1

a(P )
k cvv(k) (III.24)

The above Relation can be considered as a fluctuation-dissipation theorem for
discrete dynamical variables since it relates the amplitude ⇤P of the fluctua-
tions to the (decaying) autocorrelation function.

time series
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two-sided z-transform of discrete functions. For an arbitrary discrete function
f(n) these transforms are defined through

F (z) =
+⇥⌥

n=�⇥
f(n)z�n, (III.38)

F>(z) =
⇥⌥

n=0

f(n)z�n, (III.39)

respectively. The one-sided z-transform can be considered as Laplace trans-
form for discrete functions. As for Laplace transforms, one assumes that the
function to be transformed is zero on the negative time axis. The inverse trans-
forms of (III.38) and (III.39) are obtained from the same contour integral,

f(n) =
1

2�i

⇧

C

dz zn�1F(>)(z), (III.40)

where the integration contour C is to be taken within the region of convergence
of F (z)(>). In the latter F(>)(z) can be expanded in a Laurent series, and f(n)
is just the coefficient corresponding to the index �n.

In the AR model the (two-sided) z-transform of the discrete autocorrelation
function cvv(n) has a so-called all-pole form and can be directly expressed in the
coefficients of the AR model

C(AR)
vv (z) =

⇥2
P

(1�
⌃P

k=1 a(P )
k z�k)(1�

⌃P
l=1 a(P )

k zl)
(III.41)

Setting z = exp[i⇤�t] yields the power spectrum of v(n),

c̃(AR)
vv (⇤) = �t C(AR)

vv (exp[i⇤�t]) (III.42)

Note that c̃(AR)
vv (⇤) is an approximation of the Fourier transform of the contin-

uous autocorrelation function cvv(t).

c̃(AR)
vv (⇤) = �t

+⇥⌥

n=�⇥
c(AR)
vv (n) exp[�in⇤�t] ⇥ c̃vv(⇤). (III.43)

2.4. Estimating the correlation function from the AR parameters. As the
Fourier spectrum of the VACF, the correlation function itself can be estimated
from the parameters of the AR model. One computes simply the inverse z-
transform of C(AR)

vv (z), writing

C(AR)
vv (z) =

1

a(P )
P

�zP ⇥2
P�

zP �
P⌥

k=1

a(P )
k zP�k

⇥

⌦  � ↵
p(z)

�
P⌥

k=1

⇤
a(P )

l

a(P )
P

⌅
zl � 1

a(P )
P

⇥

⌦  � ↵
q(z)

. (III.44)

z-Transform
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function cvv(n) has a so-called all-pole form and can be directly expressed in the
coefficients of the AR model

C(AR)
vv (z) =

⇥2
P

(1�
⌃P

k=1 a(P )
k z�k)(1�

⌃P
l=1 a(P )

k zl)
(III.41)

Setting z = exp[i⇤�t] yields the power spectrum of v(n),

c̃(AR)
vv (⇤) = �t C(AR)

vv (exp[i⇤�t]) (III.42)

Note that c̃(AR)
vv (⇤) is an approximation of the Fourier transform of the contin-

uous autocorrelation function cvv(t).

c̃(AR)
vv (⇤) = �t

+⇥⌥

n=�⇥
c(AR)
vv (n) exp[�in⇤�t] ⇥ c̃vv(⇤). (III.43)

2.4. Estimating the correlation function from the AR parameters. As the
Fourier spectrum of the VACF, the correlation function itself can be estimated
from the parameters of the AR model. One computes simply the inverse z-
transform of C(AR)

vv (z), writing

C(AR)
vv (z) =

1

a(P )
P

�zP ⇥2
P�

zP �
P⌥

k=1

a(P )
k zP�k

⇥

⌦  � ↵
p(z)

�
P⌥

k=1

⇤
a(P )

l

a(P )
P

⌅
zl � 1

a(P )
P

⇥

⌦  � ↵
q(z)

. (III.44)
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On trouve la même correspndance que pour la transformée en z bilatérale,

(f ⇥ g)(n) ⌅⇧ F̂>(z)Ĝ>(z) (115)

5. Théorème de corrélation et théorème de Parseval

On rappelle que la convolution discrète de deux fonctions non-périodiques
est définie par

(f ⇤ g)(n) =
+⇧⌅

j=�⇧

f(n + j)g⇥(j) (116)

Par conséquent

Z {(f ⇤ g)(n), n, z} =
+⇧⌅

n=�⇧
z�n

�
+⇧⌅

j=�⇧

f(n + j)g⇥(j)

⇥

=
+⇧⌅

j=�⇧

g⇥(j)
+⇧⌅

n=�⇧
z�nf(n + j)

n⇤n⇥�j
=

+⇧⌅

j=�⇧

g⇥(j)
+⇧⌅

n⇥=�⇧

z�(n⇥�j)f(n⌅)

=

�
+⇧⌅

j=�⇧

g(j)(1/z⇥)�j

⇥⇥

⌥ ⌃⇧ �
Ĝ�(1/z�)

+⇧⌅

n⇥=�⇧

z�n⇥
f(n⌅)

⌥ ⌃⇧ �
F̂ (z)

.

On trouve la correspondance

(f ⇤ g)(n) ⌅⇧ F̂ (z)Ĝ⇥(1/z⇥) (117)

Cette relation n’est pas valable pour la transformée en z unilatérale. Dans ce
cas le changement de la variable de sommation de n à n⌅ = n + j a pour
conséquence que la borne inférieure de n⌅ est j et non 0. Par conséquent au-
cune relation utile pour la corrélation peut être dérivée pour la corrélation en
z unilatérale.

Il suit de théorème de corrélation que

(f ⇤ f)(n) =
1

2�i

⇤

C

dz zn�1F̂ (z)F̂ ⇥(1/z⇥).

En utilisant la définition de la corrélation discrète on trouve en particulier pour
n = 0

+⇧⌅

j=�⇧

|f(j)|2 =
1

2�i

⇤

C

dz z�1F̂ (z)F̂ ⇥(1/z⇥).

On note que 1/z⇥ = z si |z| = 1 et F̂ (z)F̂ ⇥(1/z⇥) = |F̂ (z)|2 dans ce cas. Si
l’on choisit z(⇥) = exp(i⇥) où ⇥ ⌃ [��, +�) pour le contour C dans l’intégrale

F (z)G�(1/z�)

Correlation function cvv(n) = lim
M⇤⌅

1
2M + 1

M�

k=�M

v(n + k)v⇥(k)

Cvv(z) = lim
M⇥⇤

1
2M + 1

VM (z)V �M (1/z�)

●

●

●

Wiener-Khintchin theorem for discrete signals 



AR model V (z) =
EP (z)

1�
�P

k=1 a(P )
k z�k
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1
2M + 1
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1
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“all pole” 
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Analytical form of the z-transformed correlation function
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two-sided z-transform of discrete functions. For an arbitrary discrete function
f(n) these transforms are defined through

F (z) =
+⇥⌥

n=�⇥
f(n)z�n, (III.38)

F>(z) =
⇥⌥

n=0

f(n)z�n, (III.39)

respectively. The one-sided z-transform can be considered as Laplace trans-
form for discrete functions. As for Laplace transforms, one assumes that the
function to be transformed is zero on the negative time axis. The inverse trans-
forms of (III.38) and (III.39) are obtained from the same contour integral,

f(n) =
1

2�i

⇧

C

dz zn�1F(>)(z), (III.40)

where the integration contour C is to be taken within the region of convergence
of F (z)(>). In the latter F(>)(z) can be expanded in a Laurent series, and f(n)
is just the coefficient corresponding to the index �n.

In the AR model the (two-sided) z-transform of the discrete autocorrelation
function cvv(n) has a so-called all-pole form and can be directly expressed in the
coefficients of the AR model

C(AR)
vv (z) =

⇥2
P

(1�
⌃P

k=1 a(P )
k z�k)(1�

⌃P
l=1 a(P )

k zl)
(III.41)

Setting z = exp[i⇤�t] yields the power spectrum of v(n),

c̃(AR)
vv (⇤) = �t C(AR)

vv (exp[i⇤�t]) (III.42)

Note that c̃(AR)
vv (⇤) is an approximation of the Fourier transform of the contin-

uous autocorrelation function cvv(t).

c̃(AR)
vv (⇤) = �t

+⇥⌥

n=�⇥
c(AR)
vv (n) exp[�in⇤�t] ⇥ c̃vv(⇤). (III.43)

2.4. Estimating the correlation function from the AR parameters. As the
Fourier spectrum of the VACF, the correlation function itself can be estimated
from the parameters of the AR model. One computes simply the inverse z-
transform of C(AR)

vv (z), writing

C(AR)
vv (z) =

1

a(P )
P

�zP ⇥2
P�

zP �
P⌥

k=1

a(P )
k zP�k

⇥

⌦  � ↵
p(z)

�
P⌥

k=1

⇤
a(P )

l

a(P )
P

⌅
zl � 1

a(P )
P

⇥

⌦  � ↵
q(z)

. (III.44)

Maximum entropy estimation of Fourier transforms
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c̃(AR)
vv (!) = �t C(AR)

vv (exp(i!�t)

Estimation which is independent from the standard method by FFT!



2. MEMORY FUNCTIONS FROM MD SIMULATIONS 71

FIGURE III.6. Left: VACF of liquid argon obtained from stan-
dard estimation (red solid line), as compared to the estimation
by by the AR model with different orders. Right: Correspond-
ing Fourier spectra. See explanations in the text.

2.5. Computing the memory function. To compute the memory function
we start from the discrete version of equation (I.95),

cvv(n + 1)� cvv(n)

�t
= �

n⇧

k=0

�t⇥(n� k)cvv(k) (III.52)

and apply a one-sided z-transform. Using that

Z> {f(n + 1)} = zF>(z)� zf(0) (III.53)

for any discrete function f(n) whose one-sided z-transform exists, one obtains

zCvv,>(z)� zcvv(0)� Cvv,>(z)

�t
= ��tK>(z)Cvv,>(z).

This equation can be solved for the z-transformed memory function

K>(z) =
1

�t2

⇤
zcvv(0)

Cvv,>(z)
+ 1� z

⌅
. (III.54)

This equation is only useful if we have an expression for the one-sided z-
transform of the VACF. Such an expression can be easily obtained from the
AR model (III.49) of the VACF,

C(AR)
vv,> (z) =

⇥⇧

n=0

c(AR)
vv (n)z�n =

P⇧

j=1

�j

⇥⇧

n=0

�zj

z

⇥n

.

G.R. Kneller and K. Hinsen. J. Chem. Phys., 115(24):11097–11105, 2001.

Application 1: A simple liquid (argon)



nMoldyn

• Mean squared displacements 

• Velocity auto correlation function (VACF)

• Dynamic and static scattering functions 
(F(q,t), S(q), EISF(q))

• Memory functions (VACF, F(q,t))

• Fourier spectra of time correlation functions 
by FFT and ME estimation (VACF, F(q,t))

• Rigid-body motions

• Angular velocity ACF

• Reorientational ACFs 

http://dirac.cnrs-orleans.fr/nMOLDYN.html

http://dirac.cnrs-orleans.fr/nMOLDYN.html
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Compute atomic site VACFs froma
SPC/E water MD trajectory

Functions

Remove periodic boundary conditions

In[1]:= RemovePBC =

Function[{x, box}, Module[{dx, dxCorr, xout, Nt, i}, dx = Differences[x];
dxCorr = Table[Which[dx〚i〛 > box〚i〛/2, dx〚i〛 - box〚i〛, dx〚i〛 < -box〚i〛/2, dx〚

i〛 + box〚i〛, -box〚i〛 / 2 ≤ dx〚i〛 ≤ box〚i〛/2, dx〚i〛], {i, 1, Length[dx]}];
xout = Accumulate[dxCorr] + x〚1〛]];

Autocorrelation of a discrete and equidistantly sampled signal

In[2]:= AC = Function[{x}, Module[{Nt, xp, yp, ac}, Nt = Length[x];
xp = PadRight[x, 2 *Nt];
yp = Fourier[xp, FourierParameters  {1, -1}];
ac = Re[InverseFourier[Conjugate[yp]*yp, FourierParameters  {1, -1}]]]];

MSD of a discrete and equidistantly sampled trajectory

In[3]:= MSD = Function[{x}, Module[{Nt, Sab, SumSq, dsq, msd}, Nt = Length[x];
dsq = x^2;
SumSq = 2* x.x;
Sab = AC[x];
msd = Table[0., {i, 1, Nt}];
Do[SumSq = SumSq - dsq〚m〛 - dsq〚Nt - 2 - m〛;
msd〚m〛 = (SumSq - 2 Sab〚m〛)/ (Nt + 1 - m), {m, 2, Nt}];

msd]];

Read MD trajectory
I n [ ] : = SetDirectory[NotebookDirectory[]]

Out [ ] =

/Users/geraldkneller/cheverny/nMoldyn/WebNmoldyn

I n [ ] : = InputFile = "Trajectories/spce300K_NVE.nc"
Out [ ] =

Trajectories/spce300K_NVE.nc

Be creative — the core code is extremely compact !

 https://gchevrot.github.io/WebNmoldyn/
Wolfram Mathematica® code Corresponding Jupyter notebooks

https://gchevrot.github.io/WebNmoldyn/


Coherent intermediate scattering function



Coherent dynamic structure factor



Asymptotic forms of the VACF and its memory function

Kneller, G. R. ,  J Chem Phys 134, 224106 (2011).

conditions we introduce the functions

f(t) =

∫ t

0

dτ cvv(τ), (26)

g(t) =

∫ t

0

dτ κ(τ). (27)

One recognizes that f(∞) = D and g(∞) = η in case of normal unconfined diffusion.

Defining the slowly varying functions

Lf (t) = αDαL(t), (28)

Lg(t) =
⟨v2⟩

DαΓ(2 − α)Γ(α + 1)L(t)
, (29)

and using that f̂(s) = ĉvv(s)/s and ĝ(s) = κ̂(s)/s, we obtain the following equivalences from

(10), (20), and from the HLK theorem (6),

f̂(s)
s→0
∼ Lf (1/s)

Γ(α)

sα
⇔ f(t)

t→∞

∼ Lf (t)t
α−1, (30)

ĝ(s)
s→0
∼ Lg(1/s)

Γ(2 − α)

s2−α
⇔ g(t)

t→∞

∼ Lg(t)t
1−α. (31)

Note that if L(t) is a slowly varying function, the same is true for 1/L(t). On account of (26)

and (27), differentiation of f(t) and g(t) for large times leads to necessary conditions for the

asymptotic forms of the VACF and its memory function. Observing that limt→∞ t dL/dt = 0,

one obtains

cvv(t)
t→∞

∼ Dαα(α − 1)L(t)tα−2, (32)

κ(t)
t→∞

∼
⟨v2⟩

Dα

sin(πα)

πα

1

L(t)
t−α. (33)

Applying here the HLK theorem again, one can also conclude that (10) follows from (32)

if 1 < α < 2 and that (20) follows from (33) if 0 < α < 1. Therefore (32) and (33)

are also sufficient conditions for superdiffusion and subdiffusion, respectively. The relations

cvv(t)
t→∞

∼ 0 and κ(t)
t→∞

∼ 0, which arise for α = 0, 1 in case of the VACF and for α = 1 in

case of the memory function, indicate the absence of the corresponding algebraic long time

tails.

D. Spatially confined diffusion

So far, spatially confined diffusion appears as an extreme case of subdiffusion, where

α = 0. The fact that the motions of the diffusing particle take place in a restricted volume

8
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↵(↵� 1)

sin(⇡↵)
⇡↵W (t) = 2

Z t

0
d⌧ (t� ⌧)cvv(⌧)

dcvv(t)

dt
= �

Z t

0
d⌧ (t� ⌧)cvv(⌧)

1. Mathematics (Tauberian theorem) 

2. Physics

lim
t!1

L(t) = 1

224106-2 Gerald R. Kneller J. Chem. Phys. 134, 224106 (2011)

continuous time random walk model,30, 37 and an illustrative
interpretation of the memory kernel in FLEs for the descrip-
tion of subdiffusion in viscoelastic media can be found in
Ref. 38.

In this paper, a theoretical description of anomalous dif-
fusion processes is developed which combines a formally
exact description of single particle dynamics within the
framework of the generalized Langevin equation39, 40 with
an asymptotic analysis of the relevant observables for long
times. Memory effects enter here naturally through the mem-
ory function of the velocity autocorrelation function of the
diffusing particle, which is in turn related to the MSD. The
aim of the paper is to derive generalized Kubo relations for
the relevant transport coefficients, which hold for both normal
and anomalous diffusion, and to formulate general conditions
for anomalous diffusion, enabling a simple physical interpre-
tation without imposing a particular model.

The paper is organized as follows: Section II treats the
derivation of generalized Kubo relations, starting from a the-
orem for asymptotic analysis which is applied to the MSD of
a diffusing particle. In a second step general conditions for
anomalous diffusion are derived, where spatially unconfined
and confined diffusion are distinguished.

In Sec. III, the results are illustrated with semi-analytical
examples and the paper is concluded by a short résumé and
an outlook.

II. THEORY

A. Kubo relation for Dα

Kubo relations establish a connection between macro-
scopic transport coefficients and the microscopic Hamiltonian
dynamics of the system under consideration.41 Each trans-
port coefficient is expressed by an integral over a correspond-
ing time correlation function. In case of diffusion processes
one considers the velocity autocorrelation function (VACF),
cvv (t) = ⟨v(t) · v(0)⟩, and the diffusion coefficient is given by
the well-known relation

D =
∫ ∞

0
dt cvv (t), (2)

if one assumes unconfined normal diffusion.
A generalization of expression (2) covering both normal

and anomalous diffusion can be derived from an appropriate
asymptotic analysis of the MSD. Assuming isotropic diffu-
sion, its asymptotic form may be written as

W (t)
t→∞∼ 2Dα L(t)tα (0 ≤ α < 2), (3)

where L(t) fulfills the conditions

lim
t→∞

L(t) = 1, (4)

lim
t→∞

t
d L(t)

dt
= 0. (5)

For physical reasons L(t) must be positive. The ballistic
asymptotic regime, where α = 2, is not considered in the fol-
lowing. By construction, L(t) belongs to the class of slowly

varying functions,42, 43 which are defined through the weaker
condition limt→∞ L(λt)/L(t) = 1, with λ > 0.

The general asymptotic form (3) of the MSD yields a di-
rect link to a Tauberian theorem due to Hardy, Littlewood, and
Karamata (HLK),42, 43 which establishes a relation between
slowly growing functions and their Laplace transforms,

h(t)
t→∞∼ L(t)tρ ⇔ ĥ(s)

s→0∼ L(1/s)
$(ρ + 1)

sρ+1
(ρ > −1).

(6)
Here ĥ(s) =

∫ ∞
0 dt exp(−st)h(t) (ℜ{s} > 0) denotes the

Laplace transform of h(t). Noting that ĥ(0) =
∫ ∞

0 dt h(t), the
theorem can be intuitively understood. It states that the di-
vergence of the integral

∫ t
0 dτ h(τ ) as t approaches infinity is

reflected in the divergence of the Laplace transform of h(t), as
s approaches zero. From the asymptotic form (3) of the MSD
and the HLK theorem one can conclude that

Ŵ (s)
s→0∼ 2Dα L(1/s)

$(α + 1)
sα+1

. (7)

The relation of this expression to the VACF of the diffusing
particle follows from the convolution relation44

W (t) = 2
∫ t

0
dt ′ (t − t ′)cvv (t ′), (8)

which translates by Laplace transform into

Ŵ (s) = 2 ĉvv (s)
s2

. (9)

Comparison with Eq. (7) shows that

ĉvv (s)
s→0∼ Dα$(α + 1)L(1/s)s1−α. (10)

From expression (10) one can derive a generalized Kubo rela-
tion for the fractional diffusion constant which holds for both
normal and anomalous diffusion processes. The first step con-
sists in solving Eq. (10) for Dα . Using that lims→0 L(1/s) = 1
on account of Eq. (4), one obtains

Dα = lim
s→0

sα−1ĉvv (s)/$(1 + α). (11)

In a second step one recognizes that sα−1ĉvv (s) is the Laplace
transform of the fractional derivative of order α − 1 of
cvv (t) with respect to time. Writing ρ = n − β, where n
= 0, 1, 2, . . . is an integer number and β ≥ 0 is real, the frac-
tional Riemann-Liouville derivative of order ρ of an arbitrary
function g is defined through45

0∂
ρ
t g(t) = ∂

(−)n
t

∫ t

0
dt ′ (t − t ′)β−1

$(β)
g(t ′). (12)

The symbol ∂
(−)n
t denotes a normal left derivative of order n

and negative values of ρ indicate fractional integration. The
index “0” in the symbol for the fractional derivative on the
left-hand side in Eq. (12) refers to the lower limit in the inte-
gral on the right-hand side. Since lims→0 ĝ(s) =

∫ ∞
0 dt g(t),

one finds that the fractional diffusion coefficient is given by
the relation

Dα = 1
$(1 + α)

∫ ∞

0
dt 0∂

α−1
t cvv (t). (13)

For α = 1 the standard Kubo expression (2) for the diffusion
constant is retrieved and for the case α = 0, which describes
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